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Abstract

Let $R$ be a commutative ring with identity. It often happens that $M_1 \oplus \cdots \oplus M_s \cong N_1 \oplus \cdots \oplus N_t$ for indecomposable $R$-modules $M_1, \ldots, M_s$ and $N_1, \ldots, N_t$ with $s \neq t$. This behavior can be captured by studying the commutative monoid $\{[M] \mid M \text{ is an } R\text{-module} \}$ of isomorphism classes of $R$-modules with operation given by $[M] + [N] = [M \oplus N]$. In this mostly self-contained exposition, we introduce the reader to the interplay between the the study of direct-sum decompositions of modules and the study of factorizations in integral domains.

1 Introduction.

Our goal is to study direct-sum decompositions of finitely generated modules over local rings. Unlike the case of vector spaces (modules over fields), a module can decompose as a direct sum of indecomposable modules in several different ways. For example, it is possible to have pairwise non-isomorphic indecomposable modules $A$, $B$ and $C$ such that $A \oplus B \cong C \oplus C \oplus C$, so even the number of indecomposable summands need not be invariant. On the other hand, there are a few rules. For instance, one cannot have $A \oplus C \cong B \oplus C$, or $A \oplus A \cong B \oplus B \oplus B$. Information of this sort is encoded in the monoid of isomorphism classes of modules. A recurring theme in the paper will be the analogy between direct-sum decompositions of modules and factorization in integral domains.

2 Rings and modules.

We will use the standard notation from commutative algebra and module theory. We open with a brief review of this terminology; interested readers can consult [2] and [15]. Throughout this paper $R$ will denote a commutative, Noetherian ring with identity. “Noetherian” means that there is no infinite strictly ascending chain $I_1 \subset I_2 \subset I_3 \subset \ldots$ of ideals in $R$. More generally, an $R$-module is Noetherian provided it has no infinite strictly ascending chain of submodules. Equivalently, every non-empty set of submodules has a maximal element. An $R$-module $M$ is finitely generated if it has a finite subset \{m_1, \ldots, m_t\} such that $M = Rm_1 + \cdots + Rm_t$, that is, every element $m \in M$ can be expressed as an $R$-linear combination of the $m_i$.

Just as for vector spaces, one can form the direct sum $M_1 \oplus \cdots \oplus M_t$ of a family of modules. This is just the set of $t$-tuples $(x_1, \ldots, x_t)$ with $x_i \in M_i$, and with the obvious coordinate-wise operations. (We will, however, usually write elements of the direct sum as column vectors, in order to allow matrices to operate on the left.) Alternatively, starting with a module $M$, we can seek an “internal decomposition” of $M$. We write $M = M_1 \oplus \cdots \oplus M_t$ provided

(i) each $M_i$ is a submodule of $M$,

(ii) $M_1 + \cdots + M_t = M$, and

(iii) $M_i \cap (M_1 + \cdots + M_{i-1} + M_{i+1} + \cdots + M_t) = 0$ for each $i$.

When $M = M_1 \oplus \cdots \oplus M_t$ we say that $M$ is a direct sum of the $M_i$ and that each $M_i$ is a direct summand of $M$. For an $R$-module $M$ and a positive integer $t$, we write $M^{(t)}$ to denote the direct sum of $t$ copies of $M$.

A non-zero $R$-module $M$ is decomposable provided there exist non-zero $R$-modules $M_1, M_2$ such that $M \cong M_1 \oplus M_2$; otherwise $M$ is indecomposable. The symbol “$\cong$” denotes isomorphism. Note that the 0 module is not considered to be indecomposable, for the same reason that 1 is not regarded as a prime number: it’s useless as a building block. Sometimes, e.g., in the proof of Proposition 2.2 below, it’s better to work with internal
decompositions: a module $M$ is decomposable if and only if there exist non-zero submodules $M_1$ and $M_2$ of $M$ such that $M = M_1 \oplus M_2$.

Let $C$ be a class of finitely generated $R$-modules. We'll say that $C$ is closed under direct sums, direct summands, and isomorphism, provided the following holds: Whenever $M$, $M_1$, and $M_2$ are finitely generated $R$-modules with $M \cong M_1 \oplus M_2$, we have $M \in C$ if and only if $M_1, M_2 \in C$. Given such a class $C$, we will say that $C$ satisfies the Krull-Remak-Schmidt-Azumaya theorem (KRSA for short), provided the following holds:

(KRSA) If $M_1 \oplus \cdots \oplus M_t \cong N_1 \oplus \cdots \oplus N_u$, where the $M_i$ and $N_j$ are indecomposable modules in $C$, then $t = u$ and, after renumbering, $M_i \cong N_i$ for each $i$.

We refer the reader to the opening paragraph of [30, Chapter 1] for a brief discussion of the history of this theorem and the various contributions of the four mathematicians whose names are attached to the result. What is the point of KRSA? This property gives a uniqueness condition on the indecomposable direct-sum decompositions of the class $C$, much as the defining conditions of a unique factorization domain give a uniqueness condition on the factorization of elements into irreducibles. In fact, there are many similarities, which we will point out later, between the study of direct-sum decompositions of modules and the study of factorization in an integral domain.

If $K$ is a field, the class $C$ of finite-dimensional vector spaces clearly satisfies KRSA: up to isomorphism, the one-dimensional vector space $K$ is the only indecomposable vector space, and a vector space has dimension $n$ if and only if it is isomorphic to a direct sum of $n$ copies of $K$. For a more interesting example, let $R$ be any commutative principal ideal domain. Then the class $C$ of finitely generated $R$-modules satisfies KRSA, by the elementary divisor theorem [15, Chap. 12, Theorem 6]. The indecomposable modules in $C$ are the cyclic modules $R$ and $R/(p^n)$, where $p$ is an irreducible element and $n \geq 1$.

One usually includes in KRSA the condition that every module in $C$ is a direct sum of indecomposable modules. The next two propositions guarantee that in our context (finitely generated modules over Noetherian rings) this condition is automatically satisfied. After showing that every finitely generated module over a Noetherian ring is itself Noetherian, we show that every non-zero Noetherian module is the direct sum of finitely many indecomposable modules.

**Proposition 2.1.** Every finitely generated module over a Noetherian ring is a Noetherian module. Every submodule of a Noetherian module is finitely generated.

**Proof.** Given an $R$-module $M$ and a submodule $N$, one checks easily that $M$ is Noetherian if and only if both $N$ and $M/N$ are Noetherian. Since $(M_1 \oplus M_2)/(M_1 \oplus 0) \cong M_2$, it follows that the direct sum of two Noetherian modules is again Noetherian, and hence that a free module $R^{(t)}$ is Noetherian if $R$ is a Noetherian ring. Since a module generated by $t$ elements is a homomorphic image of $R^{(t)}$, the result follows. For the last statement, observe that if $N$ were a non-finitely generated submodule of a module $M$, a doomed but persistent attempt to find a finite generating set $\{x_i\}$ for $N$ would yield an infinite strictly ascending chain $Rx_1 \subset Rx_2 \subset Rx_3 + Rx_2 + Rx_3 \subset \ldots$ of submodules of $M$. \hfill $\Box$

**Proposition 2.2.** Let $M$ be a non-zero Noetherian module. Then $M$ is a direct sum of finitely many indecomposable modules.

**Proof.** We show first that $M$ has an indecomposable direct summand. Suppose not. Then $M$ is decomposable, say, $M = X_1 \oplus Y_1$, with both summands non-zero and decomposable. Now write $X_1 = X_2 \oplus Y_2$, $X_2 = X_3 \oplus Y_3$, $X_3 = X_4 \oplus Y_4$, ..., with all of the $X_i$ and $Y_i$ non-zero and decomposable. For each $n$ we have $X_n \oplus Y_n \oplus Y_{n+1} \oplus \cdots \oplus Y_2 \oplus Y_1 = M$. We get a strictly ascending chain $Y_1 \subset Y_1 \oplus Y_2 \subset Y_1 \oplus Y_2 \oplus Y_3 \subset \ldots$ of submodules of $M$, contradicting the assumption that $M$ is Noetherian.

To complete the proof, choose any indecomposable direct summand $Z_1$ of $M$, and write $M = Z_1 \oplus W_1$. If $W_1 = 0$, we’re done; otherwise (by the first paragraph applied to $W_1$), $W_1$ has an indecomposable direct summand, say, $W_1 = Z_2 \oplus W_2$, with $Z_2$ indecomposable. If $W_2 \neq 0$, write $W_2 = Z_3 \oplus W_3$, with $Z_3$ indecomposable. The chain $Z_1 \subset Z_1 \oplus Z_2 \subset Z_1 \oplus Z_2 \oplus Z_3 \subset \ldots$ has to terminate, and eventually we get $M = Z_1 \oplus \cdots \oplus Z_t$. \hfill $\Box$

A recurring theme in this paper is the analogy between decompositions of modules and factorization in integral domains. In a Noetherian domain the factorization process for a given element has to terminate. Analogously, the process of decomposing a Noetherian module has to stop in a finite number of steps. One cannot keep splitting off direct summands ad infinitum. In the ring of integers, for example, every integer $n \geq 2$ is a finite product of prime numbers. A typical approach to proving this is to show first that $n$ is divisible by
some prime $p$ and then to argue, by induction, that $\frac{n}{p}$ is a product of primes. The proof of Proposition 2.2 is in the same spirit.

Here is a family of examples where KRSA fails.

**Example 2.3.** Let $R$ be a commutative integral domain with two non-principal ideals $I$ and $J$ satisfying $I + J = R$. (For a concrete example, take $R = \mathbb{C}[x, y]$, the polynomial ring in two variables, and let $I$ and $J$ be the maximal ideals $Rx + Ry$ and $Rx + R(y - 1)$.) Then

$$I \oplus J \cong R \oplus (I \cap J).$$

To see this, choose $a \in I$ and $b \in J$ such that $a + b = 1$. Define $R$-homomorphisms $\varphi : I \oplus J \to R \oplus (I \cap J)$ and $\psi : R \oplus (I \cap J) \to I \oplus J$ as follows:

$$\varphi : \begin{bmatrix} x \\ y \end{bmatrix} \mapsto \begin{bmatrix} x + y \\ bx - ay \end{bmatrix}, \quad \psi : \begin{bmatrix} r \\ s \end{bmatrix} \mapsto \begin{bmatrix} ar + s \\ br - s \end{bmatrix}.$$  

One checks that $\varphi$ and $\psi$ are inverses of each other. Since $R$ is a domain, every non-zero ideal is indecomposable as an $R$-module. Moreover, neither $I$ nor $J$ is isomorphic to $R$ (since, by assumption, neither is a principal ideal).

This example indicates that the existence of comaximal proper ideals is likely to lead to failure of KRSA. For this reason we will usually restrict our attention to modules over commutative local rings — commutative rings with just one maximal ideal. Notice that a commutative ring is local if and only if the sum of any two non-units is again a non-unit. This observation motivates the following definition.

**Definition 2.4.** A ring $\Lambda$ (not necessarily commutative) is said to be local provided $\Lambda \neq 0$, and the sum of any two non-units of $\Lambda$ is again a non-unit.

(The trivial ring in which $1 = 0$ is disqualified, since we want the set of non-units to include 0.) By the way, a unit of $\Lambda$ is an element that has a two-sided inverse. An element can have a left inverse without being a unit. For example, in the endomorphism ring $\Lambda$ of an infinite-dimensional vector space $V$ with basis $\{v_1, v_2, v_3, \ldots\}$, consider the unilateral shifts: $\varphi : v_i \mapsto v_{i+1}$ and $\psi : v_{i+1} \mapsto v_i$ (with $\psi(v_1) = 0$). Then $\psi \varphi = 1_V$, but neither $\varphi$ nor $\psi$ is an automorphism of $V$.

**Proposition 2.5.** Let $\Lambda$ be a local ring. Then the set $J$ of non-units of $\Lambda$ is a two-sided ideal of $\Lambda$.

*Proof.* We begin with three observations. First, $\Lambda \setminus J$ is closed under multiplication, since the product of two units is a unit. Second, if an element $x$ has a left inverse and a right inverse, say, $yx = 1$ and $xz = 1$, then $y = y(xz) = (yx)z = z$, so $x$ is a unit. Third, if $x \in J$ then $x^2 \in J$, for if $x^2$ were a unit then $x$ would have both a left and a right inverse. Now let $x \in J$ and $\lambda \in \Lambda$. We will show that $\lambda x \in J$; an appeal to symmetry will then imply that $x \lambda \in J$. Suppose $\lambda x \not\in J$. Then $\lambda \in J$, else $x = \lambda^{-1}(\lambda x) \not\in J$ by our first observation. Also, $x \lambda \in J$, else $x$ would have both a left and a right inverse. In the equation

$$\lambda x = (x + \lambda)^2 - x^2 - x \lambda - \lambda^2,$$

all terms on the right-hand side are in $J$. Since $J$ is closed under addition, this forces $\lambda x \in J$, contradiction. \qed

The reason we’re discussing non-commutative rings is that we will need to study endomorphism rings of modules. Given an $R$-module $M$, we denote by $\text{End}_R(M)$ the ring of *endomorphisms* of $M$, that is, $R$-homomorphisms from $M$ to $M$. The addition is pointwise, and the product of $f$ and $g$ is the composition $f \circ g$. Endomorphism rings are rarely commutative. For example, for a vector space $V$ over a field $F$, $\text{End}_F(V)$ commutes if and only if $\dim(V) \leq 1$. We now observe that the structure of the endomorphism ring of a module determines whether or not the module is indecomposable. We write $1_M$ (or 1 if there is no ambiguity) to denote the identity map $1_M(m) = m$ for all $m \in M$. Similarly, $0_M$ (or 0) denotes the map $0_M(m) = 0$ for all $m \in M$.

**Proposition 2.6.** Let $M$ be a non-zero $R$-module. Then $M$ is indecomposable if and only if 0 and 1 are the only idempotents of $\text{End}_R(M)$.
Proof. Suppose \( e \) is an idempotent of \( \text{End}_R(M) \) and \( e \neq 0, 1 \). If \( x \in e(M) \cap \text{Ker}(e) \), write \( x = e(y) \). Then \( x = e^2(y) = e(x) = 0 \); thus \( e(M) \cap \text{Ker}(e) = \{0\} \). Also, given any \( z \in M \), we have \( z = e(z) + (z - e(z)) \in e(M) + \text{Ker}(e) \). We have shown that \( M = e(M) \oplus \text{Ker}(e) \). Moreover, \( e(M) \neq \{0\} \) since \( e \neq 0 \). Choosing any \( z \in M \) with \( e(z) \neq z \), we have \( 0 \neq z - e(z) \in \text{Ker}(e) \), and \( M \) is decomposable.

Conversely, if \( M = M_1 \oplus M_2 \), with both summands non-zero, the projection map \( x_1 + x_2 \mapsto x_1 \) (for \( x_i \in M_i \)) is a non-trivial idempotent in \( \text{End}_R(M) \). \( \square \)

Indecomposable modules behave, with respect to direct-sum decompositions, like irreducible elements in an integral domain: they cannot be broken down further. The key to proving unique factorization in a principal ideal domain is to show that irreducible elements enjoy a stronger property. Recall that a non-zero non-unit \( p \) in an integral domain \( D \) is prime provided \( p \mid ab \) implies that \( p \mid a \) or \( p \mid b \). Borrowing notation from factorization theory, we write \( X \subseteq Y \), for \( R \)-modules \( X \) and \( Y \) to indicate that there is an \( R \)-module \( Z \) such that \( X \oplus Z \cong Y \). Soon we will verify KRSA in situations where the indecomposable direct summands all have local endomorphism rings, modeling the proof after unique factorization in \( Z \). We will follow closely the approach in Chapter 1 of Leuschke and Wiegand’s book *Cohen-Macaulay Representations* [30]. The following lemma says that modules with local endomorphism rings behave like prime elements in a domain and, further, that they can be cancelled from direct-sum relations.

**Lemma 2.7.** [30, Lemma 1.2] Let \( R \) be a commutative, Noetherian ring, and let \( M, X, Y, \) and \( Z \) be \( R \)-modules. Assume that \( E := \text{End}_R(M) \) is a local ring.

(i) If \( M \mid X \oplus Y \), then \( M \mid X \) or \( M \mid Y \) (“primelike”).

(ii) If \( M \oplus Z \cong M \oplus Y \), then \( Z \cong Y \) (“cancellation”).

**Proof.** We’ll prove (i) and (ii) sort of simultaneously. In (i) we have a module \( Z \) such that \( M \oplus Z \cong X \oplus Y \). In the proof of (ii) we set \( X = M \) and again get an isomorphism \( M \oplus Z \cong X \oplus Y \). Notice that showing that \( M \mid X \) amounts to producing homomorphisms \( \alpha : M \to X \) and \( \pi : X \to M \) such that \( \pi \alpha = 1_M \). (See Lemma 3.3.)

Choose reciprocal isomorphisms \( \varphi : M \oplus Z \to X \oplus Y \) and \( \psi : X \oplus Y \to M \oplus Z \). Write

\[
\varphi = \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \quad \text{and} \quad \psi = \begin{bmatrix} \mu & \nu \\ \sigma & \tau \end{bmatrix},
\]

where \( \alpha : M \to X, \beta : Z \to X, \gamma : M \to Y, \delta : Z \to Y, \mu : X \to M, \nu : Y \to M, \sigma : X \to Z \) and \( \tau : Y \to Z \). Since \( \psi \varphi = 1_{M \oplus Z} = \begin{bmatrix} 1_M & 0 \\ 0 & 1_Z \end{bmatrix} \), we have \( \mu \alpha + \nu \gamma = 1_M \). Therefore, as \( \text{End}_A(M) \) is local, either \( \mu \alpha \) or \( \nu \gamma \) must be an automorphism of \( M \). Assuming that \( \mu \alpha \) is an automorphism, we let \( \pi = (\mu \alpha)^{-1} \mu : X \to M \). Then \( \pi \alpha = 1_M \), and so \( M \mid X \). Similarly, the assumption that \( \nu \gamma \) is an isomorphism forces \( M \) to be a direct summand of \( Y \). This proves (i).

To prove (ii) we assume that \( X = M \). Suppose first that \( \alpha \) is a unit of \( E \). We use \( \alpha \) to diagonalize \( \varphi \):

\[
\begin{bmatrix} 1 & 0 \\ -\gamma \alpha^{-1} & 1 \end{bmatrix} \begin{bmatrix} \alpha & \beta \\ \gamma & \delta \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -\alpha^{-1} \beta & 1 \end{bmatrix} = \begin{bmatrix} \alpha & 0 \\ 0 & -\alpha^{-1} \beta + \delta \end{bmatrix} = : \xi.
\]

Since all the matrices on the left are invertible, so must be \( \xi \), and it follows that \( -\gamma \alpha^{-1} \beta + \delta : Z \to Y \) is an isomorphism.

Suppose, on the other hand, that \( \alpha \in J := \{\text{non-units of } E\} \). Then \( \nu \gamma \notin J \) (as \( \mu \alpha + \nu \gamma = 1_M \)), and it follows that \( \alpha + \nu \gamma \notin J \). We define a new map

\[
\psi' := \begin{bmatrix} 1_M & \nu \\ \sigma & \tau \end{bmatrix} : M \oplus Y \to M \oplus Z,
\]

which we claim is an isomorphism. Assuming the claim, we diagonalize \( \psi' \) as we did before to \( \varphi \), obtaining, in the lower-right corner, an isomorphism from \( Y \) onto \( Z \). To prove the claim, we use the equation \( \psi \varphi = 1_{M \oplus Z} \) to get

\[
\psi' \varphi = \begin{bmatrix} \alpha + \nu \gamma & \beta + \nu \gamma \\ 0 & 1_Z \end{bmatrix}.
\]

As \( \alpha + \nu \gamma \) is an automorphism of \( M \), \( \psi' \varphi \) is clearly an automorphism of \( M \oplus Z \). Therefore \( \psi' = (\psi' \varphi) \varphi^{-1} \) is an isomorphism. \( \square \)
We can now prove KRSA for the class $C$, provided the indecomposable modules in $C$ have local endomorphism rings. The reader will notice that the structure of the proof is identical to the proof of unique factorization in the ring of integers. In Section 2.1 this result will be applied to the situation where $R$ is a complete local ring.

**Theorem 2.8.** Let $R$ be a commutative, Noetherian ring, and let $C$ be a class of finitely generated modules, closed under direct sums, direct summands, and isomorphism. Assume that $\text{End}_R(M)$ is a local ring for every indecomposable module $M \in C$. Then KRSA holds in $C$.

**Proof.** Let $t$ and $u$ be positive integers, and suppose $M_1 \oplus M_2 \oplus \cdots \oplus M_t \cong N_1 \oplus N_2 \oplus \cdots \oplus N_u$, where the $M_i$ and $N_j$ are indecomposable modules in $C$. We will use induction on $t$ to verify the conclusion of KRSA. The case $t = 1$ is clear, since $M_1$ is assumed to be indecomposable. Proceeding inductively, assume that $t \geq 2$. Now $M_t \mid N_1 \oplus \cdots \oplus N_u$. Since $\text{End}_R(M_t)$ is local, (i) of Lemma 2.7 implies that $M_t \mid N_j$ for some $j$. But $N_j$ is indecomposable, so in fact $M_t \cong N_j$. After reordering the $N_j$, we may assume that $j = u$. Using (ii) of Lemma 2.7, we have $M_1 \oplus \cdots \oplus M_{t-1} \cong N_1 \oplus \cdots \oplus N_{u-1}$. The inductive hypothesis now implies that $t - 1 = u - 1$ (so $t = u$), and, after reordering, that $M_t \cong N_i$ for each $i$. \hfill \Box

### 2.1 Completions and a Krull-Remak-Schmidt-Azumaya Theorem

In this section we will see that KRSA holds over any complete local ring. Then, in Section 3, we will get a handle on direct-sum decompositions over arbitrary local rings by analyzing what happens to modules on passage to the completion. For the rest of the paper, we let $R$ be a commutative, Noetherian local ring. Then $R$ has exactly one maximal ideal, and we often denote the ring by the pair $(R, \mathfrak{m})$ to signal the important role played by the maximal ideal $\mathfrak{m}$. We can make $R$ into a metric space by declaring two elements $x$ and $y$ to be close to each other provided their difference is in a high power of $\mathfrak{m}$. More generally, let $M$ be a finitely generated $R$-module. The Krull Intersection Theorem [32, Theorem 8.10], which we shall not prove here, states that $\bigcap_{n=1}^{\infty} \mathfrak{m}^n M = 0$. Thus, if $x \neq y$, there is an integer $n$ such that $x - y \in \mathfrak{m}^n M \setminus \mathfrak{m}^{n+1} M$. In this case we let $d(x, y) = 2^{-n}$, and we let $d(x, x) = 0$. The triangle inequality holds, in the stronger form $d(x, z) \leq \max\{d(x, y), d(y, z)\}$ for $x, y, z \in M$. The ring $R$, respectively, the $R$-module $M$, is said to be complete provided every Cauchy sequence in $R$, respectively $M$, converges. Whenever we use the terminology “complete local ring”, it is tacitly assumed that the ring is commutative and Noetherian.

**Proposition 2.9.** If $(R, \mathfrak{m})$ is a complete local ring, then every finitely generated $R$-module is complete.

**Proof.** Given a generating set $\{m_1, \ldots, m_r\}$ for $M$, we get a surjective $R$-homomorphism from the free $R$-module $R^r$ onto $M$ by sending the standard basis element $e_i$ to the element $m_i$. Now a direct sum of two complete modules is easily seen to be complete, and it follows by induction that $R^r$ is complete. Since completeness carries over to homomorphic images, we see that $M$ is complete. \hfill \Box

The completion $\hat{R}$ (respectively $\hat{M}$) of $(R, \mathfrak{m})$ (respectively $M$) with respect to this metric is called the $\mathfrak{m}$adic completion of $R$ (respectively $M$). The completion $\hat{M}$ can be built as the collection of equivalence classes of Cauchy sequences in $M$, and analogously as the inverse limit of the modules $M/\mathfrak{m}^n M$, with respect to the natural surjections $\pi_n : M/\mathfrak{m}^{n+1} M \to M/\mathfrak{m}^n M$. (The inverse limit is the submodule of the direct product $\prod_{n=1}^{\infty} (M/\mathfrak{m}^n M)$ consisting of sequences $(x_n)$ satisfying $\pi_n(x_{n+1}) = x_n$ for each $n$.) Either viewpoint makes it clear that $\hat{R}$ is a commutative ring and that $\hat{M}$ is a finitely generated $\hat{R}$-module. It is not hard to show that $\hat{R}$ is local with maximal ideal $\hat{\mathfrak{m}} = \mathfrak{m}\hat{R}$. In fact, $(\hat{R}, \hat{\mathfrak{m}})$ is Noetherian, though the proof of this fact is far from trivial. We refer the reader to [2, Chapter 10] for the basic theory of completions. For those who like tensor products, we mention that $\hat{M}$ can be naturally identified with $\hat{R} \otimes R M$.

For a familiar example of completion, consider the polynomial ring $F[x]$ in one variable with coefficients in a field $F$. The ring $R$ of rational functions defined at 0 is then a local ring with maximal ideal $\mathfrak{m} := \{ f \in R \mid f(0) = 0 \}$. The $\mathfrak{m}$adic completion $\hat{R}$ of $R$ is then the ring $F[[x]]$ of formal power series. Similarly, the completion of the ring of rational numbers with denominators prime to $p$ is the ring of $p$-adic integers.

Our goal in this section is to prove KRSA for finitely generated modules over a complete local ring. In view of Theorem 2.8, it will be enough to show that indecomposable finitely generated modules have local endomorphism rings. The proof requires a few preliminary results on the Jacobson radical $\mathcal{J}(\Lambda)$ of a ring $\Lambda$. This is the intersection of the maximal left ideals of $\Lambda$. (One can check that if $\Lambda$ is a local ring then $\mathcal{J}(\Lambda)$ is exactly the set of non-units of $\Lambda$.) We refer the reader to [28, Chapter 2] for a nice treatment of the basics, which
we summarize in the next proposition. Recall that an \(R\)-algebra is a ring \(\Lambda\) together with a ring homomorphism \(\varphi : R \rightarrow \Lambda\) that carries \(R\) into the center of \(\Lambda\) (that is, \((\varphi(r))\lambda = \lambda(\varphi(r))\) for each \(r \in R\) and each \(\lambda \in \Lambda\)). If \(\Lambda\) is an \(R\)-algebra and is finitely generated as an \(R\)-module, via the structure given by \(r\lambda := \varphi(r)\lambda\), then we call \(\Lambda\) a module-finite \(R\)-algebra.

**Proposition 2.10.** Let \(\Lambda\) be a ring, and let \(J = J(\Lambda)\).

(i) \(J\) is the intersection of the maximal right ideals of \(\Lambda\) and therefore is a two-sided ideal of \(\Lambda\).

(ii) \(J(\Lambda/J) = 0\).

(iii) If \((R, m)\) is a commutative local ring and \(\Lambda\) is a module-finite \(R\)-algebra, then \(m\Lambda \subseteq J\).

(iv) If \(\Lambda\) has the descending chain condition on left ideals (in particular, if \(\Lambda\) is a finite-dimensional algebra over a field), then \(J\) is nilpotent.

Given an ideal \(I\) of a ring \(\Lambda\), we say that idempotents lift modulo \(I\) provided for every idempotent \(e\) of \(\Lambda/I\) there is an idempotent \(\bar{e}\) of \(\Lambda\) such that \(\bar{e} + I = e\). Similarly, given a surjective ring homomorphism \(\Lambda \rightarrow \Gamma\), we say that idempotents lift from \(\Gamma\) to \(\Lambda\) provided every idempotent of \(\Gamma\) comes from an idempotent of \(\Lambda\). (Notice, for example, that the idempotent \(\bar{3}\) in \(\mathbb{Z}/(6)\) does not lift to an idempotent of \(\mathbb{Z}\).) It is well known that idempotents lift modulo any nil ideal (an ideal in which every element is nilpotent). A typical proof of this fact actually yields the following more general result.

**Proposition 2.11.** Let \(I\) be a two-sided ideal of a (possibly non-commutative) ring \(\Lambda\), and let \(e\) be an idempotent of \(\Lambda/I\).

(i) Given any positive integer \(n\), there is an element \(x \in \Lambda\) such that \(x + I = e\) and \(x \equiv x^2 \pmod{I^n}\).

(ii) If \(I\) is a nil ideal, then \(e\) lifts to an idempotent of \(\Lambda\).

**Proof.** Start with an arbitrary element \(u \in \Lambda\) such that \(u + I = e\), and let \(v = 1 - u\). Fix any positive integer \(m\). In the binomial expansion of \((u+v)^{2m-1}\), let \(x\) be the sum of the first \(m\) terms: \(x = u^{2m-1} + \cdots + \binom{2m-1}{m-1}uv^{m-1}\).

Putting \(y = 1-x\) (the other half of the expansion), we see that \(x - x^2 = xy \in \Lambda uv\). Since \(uv = u(1-u) \in I\), we have \(x - x^2 \in I^m\). Setting \(m\) equal to the given integer \(n\), we get (i); taking \(m\) so large that \((uv)^m = 0\), we get (ii).

**Proposition 2.12.** [30, Corollary 1.9] Let \((R, m)\) be a complete local ring, and let \(\Lambda\) be a module-finite \(R\)-algebra. Then idempotents lift modulo \(J(\Lambda)\).

**Proof.** Let \(F = R/m\), the residue field of \(R\), and put \(\overline{\Lambda} = \Lambda/m\Lambda\). By Proposition 2.10, \(m\Lambda \subseteq J := J(\Lambda)\), and we see that \(J(\overline{\Lambda}) = \overline{J} := J/m\Lambda\). Now \(\overline{\Lambda}\) is a finite-dimensional \(F\)-algebra, and thus \(\overline{J}\) is nilpotent, by Proposition 2.10. Now \(\Lambda/J \cong (\Lambda/m\Lambda)/(J/m\Lambda) = \overline{\Lambda}/\overline{J}\) (by the “Third Isomorphism Theorem” [15, Sec. 10.2]). We have factored our homomorphism \(\Lambda \rightarrow \Lambda/J\) as the composite \(\Lambda \rightarrow \overline{\Lambda} \rightarrow \overline{\Lambda}/\overline{J}\), thereby dividing the heavy lifting into two stages. Proposition 2.11 takes care of the first stage, from \(\overline{\Lambda}/\overline{J}\) to \(\overline{\Lambda}\). Therefore it will suffice to show that every idempotent \(e\) of \(\overline{\Lambda} = \Lambda/m\Lambda\) lifts to an idempotent of \(\Lambda\).

Using Proposition 2.11, we can choose, for each positive integer \(n\), an element \(x_n \in \Lambda\) such that \(x_n + m\Lambda = e\) and \(x_n \equiv x_n^2 \pmod{m^n\Lambda}\). (Of course \(m^n\Lambda = (m\Lambda)^n\).) We claim that \((x_n)\) is a Cauchy sequence for the \(m\)-adic topology on \(\Lambda\). To see this, let \(n\) be an arbitrary positive integer. Given any \(m \geq n\), put \(z = x_m + x_n - 2x_mx_n\). Then \(z \equiv z^2 \pmod{m^n\Lambda}\). Also, since \(x_m = x_n \pmod{m\Lambda}\), we see that \(z \equiv 0 \pmod{m\Lambda}\), so \(1-z\) is a unit of \(\Lambda\). Since \(z(1-z) \in m\Lambda\), it follows that \(z \in m\Lambda\) when \(m \geq n\). Thus we have

\[
x_m + x_n \equiv 2x_mx_n, \quad x_m \equiv x_m^2, \quad \text{and} \quad x_n \equiv x_n^2 \pmod{m^n\Lambda}.
\]

Multiplying the first congruence, in turn, by \(x_m\) and by \(x_n\), we learn that \(x_m \equiv x_mx_n \equiv x_n \pmod{m^n\Lambda}\). If, now, \(\ell \geq n\) and \(m \geq n\), we see that \(x_{\ell} \equiv x_m \pmod{m^n\Lambda}\). This verifies the claim. Since, by Proposition 2.9, \(\Lambda\) is \(m\)-adically complete, we let \(x\) be the limit of the sequence \((x_n)\).

Let’s check that \(x\) is an idempotent lifting \(e\). Given any \(n \geq 1\), choose \(m \geq n\) such that \(x \equiv x_n \pmod{m^n\Lambda}\). Then \(x^2 \equiv x_n^2 \pmod{m^n\Lambda}\). By construction, \(x_m - x_m^2 \in m^n\Lambda\), and since \(m^n\Lambda \subseteq m^{n+1}\Lambda\), we see that \(x \equiv x^2 \pmod{m^{n+1}\Lambda}\). Since \(n\) was arbitrary, the distance between \(x\) and \(x^2\) is 0, that is, \(x = x^2\). Taking \(n = 1\) and choosing \(m\) as above, we have \(x \equiv x_m \pmod{m\Lambda}\); thus \(x + m\Lambda = x_m + m\Lambda = e\).
Theorem 2.13. Let \((R, \mathfrak{m})\) be a complete local ring. Then KSRA holds for the class of finitely generated \(R\)-modules.

Proof. By Theorem 2.8 it will suffice to show that \(\Lambda := \text{End}_R(M)\) is local whenever \(M\) is an indecomposable finitely generated \(R\)-module. Note that \(\text{End}_R(M)\) is an \(R\)-algebra via the ring homomorphism taking \(r\) to the multiplication map \(x \mapsto rx\). Moreover, one can show, since \(R\) is Noetherian and \(M\) is finitely generated, that \(\text{End}_R(M)\) is module-finite over \(R\). (See Lemma 3.2 for a more general result.)

Since \(M\) is indecomposable, \(\Lambda\) has no idempotents other than 0 and 1. Now Proposition 2.12 implies that \(\Lambda/J(\Lambda)\) has no interesting idempotents either. By Proposition 2.10, \(m\Lambda \subseteq J := J(\Lambda)\), so \(\Lambda/J\) is a homomorphic image of the finite-dimensional algebra \(\Lambda/m\Lambda\) over the field \(F := R/m\). Therefore \(\Lambda/J\) has the descending chain condition on left ideals; and \(J(\Lambda/J) = 0\) by Proposition 2.10. By the Wedderburn-Artin Theorem [28, Theorem 3.5], \(\Lambda/J\) is isomorphic to a direct product \(\mathbb{M}_{n_1}(D_1) \times \cdots \times \mathbb{M}_{n_r}(D_r)\) of full matrix rings over division rings \(D_1, \ldots, D_r\). But since 0 and 1 are the only idempotents of \(\Lambda/J\), we see that \(r = 1\) and \(n_1 = 1\), that is, \(\Lambda/J\) is a division ring. It follows that \(J\) is exactly the set of non-units of \(\Lambda\), and hence that \(\Lambda\) is a local ring. \(\Box\)

3 Monoids of Modules

For our purposes, a monoid is a commutative, additive semigroup with identity element. In keeping with the additive notation, we denote the identity element by "0". We will consider two additional conditions one might impose on a monoid.

i) A monoid \(\Lambda\) is cancellative provided \(a + c = b + c \implies a = b\) for all \(a, b, c \in \Lambda\).

ii) A monoid \(\Lambda\) is reduced provided \(a + b = 0 \implies a = b = 0\) for all \(a, b, c \in \Lambda\).

For a Noetherian local ring \((R, \mathfrak{m})\), we define \(M(R)\) to be the set of isomorphism classes \([M]\) of finitely generated \(R\)-modules \(M\), endowed with the monoid structure given by the direct sum: \([M] + [N] = [M \oplus N]\).

Obviously \(M(R)\) is commutative and reduced, and we'll see below, in Corollary 3.7, that \(M(R)\) is cancellative. In the next definition, we formulate several concepts we will need in the language of monoids.

Definition 3.1. An element \(x\) of a monoid is an atom provided (i) \(x \neq 0\), and (ii) \(x = y + z\) implies \(y = 0\) or \(z = 0\). A monoid \(\Lambda\) is atomic provided it is reduced and cancellative, and every non-zero element of \(\Lambda\) is a finite sum of atoms. A factorial monoid is an atomic monoid in which the representation as a sum of atoms is unique up to order of the summands. In detail: If \(x_1, y_1\) are atoms of \(\Lambda\) and \(x_1 + \cdots + x_m = y_1 + \cdots + y_n\), then \(m = n\), and, after a permutation of \(\{1, \ldots, m\}\), \(x_i = y_i\) for \(i = 1, \ldots, m\). A monoid homomorphism \(\varphi : \Lambda \to \Gamma\) is a divisor homomorphism provided \(x|y\) if and only if \(\varphi(x)|\varphi(y)\) for all \(x, y \in \Lambda\). Here, \(x|y\) means there is \(z \in \Lambda\) with \(x + z = y\).

In a factorial monoid \(\Lambda\), let \(H\) be the set of atoms. Since every element of \(\Lambda\) is uniquely an \(\mathbb{N}_0\)-linear combination of elements of \(H\), we see that \(\Lambda\) is a free monoid with basis \(H\). In particular, \(\Lambda \cong \mathbb{N}_0(\Omega)\), where \(\Omega\) is an index set of cardinality \(|H|\). (This is the direct sum of \(|\Omega|\) copies of \(\mathbb{N}_0\), that is, the monoid of "tuples" \((n_\lambda)_{\lambda \in \Lambda}\) such that \(n_\lambda = 0\) for all but finitely many \(\lambda \in \Lambda\).) In what follows, we will use the terms "factorial monoid" and "free monoid" interchangeably.

For reduced, cancellative monoids, divisor homomorphisms are injective. If \(\varphi(x) = \varphi(y)\), then \(x|y\) and \(y|x\), say, \(x + a = y\) and \(y + b = x\). Then \(x + a + b = x + 0\), whence \(a + b = 0\). Therefore \(a = b = 0\), so \(x = y\).

A finitely generated \(R\)-module \(M\) is indecomposable if and only if \([M]\) is an atom of \(M(R)\). Expressing a finitely generated \(R\)-module \(M\) as a direct sum of indecomposable modules amounts to writing \([M]\) as a sum of atoms of \(M(R)\). Given a submonoid \(\Lambda\) of \(M(R)\) closed under direct summands, finite direct sums, and isomorphism, we see that \(\Lambda\) is factorial if and only if \(\Lambda\) satisfies KSRA. (Remember we are tacitly assuming that \(R\) is Noetherian, so Proposition 2.1 and Proposition 2.2 ensure that \(M(R)\) and \(\Lambda\) are atomic.) In particular, \(M(R)\) is factorial if \((R, m)\) is a complete local ring. This suggests that we should try to understand the monoid homomorphism \(\Phi : M(R) \to M(\hat{R})\) taking \([M]\) to \([\hat{M}]\). This approach is used in virtually every area of mathematics: to understand obstreperous behavior, pass to a structure where the behavior is well understood, and then see how much information is lost in the passage. As it turns out, the homomorphism \(\Phi\) is a divisor homomorphism (Theorem 3.6) and, in particular, is injective. What is sometimes lost is indecomposability: it
can happen that M is indecomposable but \( \hat{M} \) is not. This phenomenon is the source of the fun we’ll have when studying the monoids \( M(R) \).

The proof that \( \Phi \) is a divisor homomorphism involves several little tricks, the first of which is to describe the relation \( M \mid N \) in terms of homomorphisms. We let \( \text{Hom}_R(M, N) \) denote the set of \( R \)-homomorphisms from \( M \) to \( N \). This is an abelian group with pointwise operations. In fact, it’s also an \( R \)-module: If \( f \in \text{Hom}_R(M, N) \) and \( r \in R \), the product \( rf \) is defined by \( (rf)(x) = rf(x) \). (Notice that the fact that \( rf \) is an \( R \)-homomorphism depends on the fact that \( R \) is commutative!)

**Lemma 3.2.** Let \( M \) and \( N \) be finitely generated modules over a commutative, Noetherian ring \( A \). Then \( \text{Hom}_A(M, N) \) is finitely generated as an \( A \)-module.

**Proof.** Let \( \{x_1, \ldots, x_t\} \) be a set of generators for \( M \), and define an \( R \)-homomorphism \( \varphi : \text{Hom}_A(M, N) \to N^{(t)} \) by

\[
\varphi(f) = \begin{bmatrix} f(x_1) \\ \vdots \\ f(x_t) \end{bmatrix}.
\]

Then \( \varphi \) is injective. Since, by Proposition 2.1, \( N^{(t)} \) is Noetherian, \( \text{Hom}_A(M, N) \) is finitely generated. \( \Box \)

**Lemma 3.3.** Let \( M \) and \( N \) be finitely generated \( R \)-modules. Then \( M \mid N \) if and only if there are homomorphisms \( \alpha \in \text{Hom}_R(M, N) \) and \( \beta \in \text{Hom}_R(N, M) \) such that \( \beta\alpha = 1_M \).

**Proof.** If \( \beta\alpha = 1_M \), then \( \alpha \) is injective, so \( \alpha(M) \cong M \). One checks easily that \( N = \alpha(M) \oplus \text{Ker}(\beta) \). For the converse, suppose \( M \oplus X \cong N \). Choose reciprocal isomorphisms

\[
\begin{bmatrix} \alpha & \sigma \end{bmatrix} : M \oplus X \to N \quad \text{and} \quad \begin{bmatrix} \beta \\ \tau \end{bmatrix} : N \to M \oplus X.
\]

Then

\[
\begin{bmatrix} 1_M & 0 \\ 0 & 1_X \end{bmatrix} = \begin{bmatrix} \beta \\ \tau \end{bmatrix} \begin{bmatrix} \alpha & \sigma \end{bmatrix} = \begin{bmatrix} \beta\alpha & \beta\sigma \\ \tau\alpha & \tau\sigma \end{bmatrix},
\]

and the top left corner yields the equation we want. \( \Box \)

Here is one of the most useful results in all of commutative algebra:

**Lemma 3.4** (Nakayama’s Lemma). Let \( (A, m) \) be a commutative local ring, \( M \) a finitely generated \( A \)-module, and \( N \) a submodule of \( M \). If \( N + mM = M \), then \( N = M \).

**Proof.** By passing to \( M/N \), we may assume that \( N = 0 \). Suppose, by way of contradiction, that \( M \neq 0 \). Let \( \{x_1, \ldots, x_t\} \) be a minimal generating set of \( M \); then \( t \geq 1 \). Since \( M = mM \), we can write \( x_t = a_1x_1 + \cdots + a_{t-1}x_{t-1} + ax_t \) where every \( a_i \in m \). Let \( u = 1 - a_t \). Since \( u \notin m \), \( u \) is a unit of \( A \), and we have \( x_t = u^{-1}(a_1x_1 + \cdots + a_{t-1}x_{t-1}) \). By convention, the right-hand side is 0 if \( t = 1 \). It follows that \( M = Ax_1 + \cdots + Ax_{t-1} \), and this contradicts minimality of the original generating set. \( \Box \)

**Lemma 3.5.** Let \( M \) be a Noetherian \( R \)-module. Every surjective \( R \)-endomorphism of \( M \) is an automorphism.

**Proof.** Let \( f : M \to M \) be surjective, and put \( L_n = \ker(f^n) \) for \( n \geq 1 \). The sequence \( L_1 \subseteq L_2 \subseteq L_3 \subseteq \ldots \) has to stabilize. Choose any \( n \geq 1 \) such that \( L_n = L_{2n} \), and let \( x \) be an arbitrary element of \( L_n \). Since \( f^n \) is surjective, there is an element \( y \in M \) with \( f^n(y) = x \). Then \( f^{2n}(y) = f^n(x) = 0 \), so \( y \in L_{2n} = L_n \), and hence \( x = 0 \). This shows that \( L_n = 0 \), whence \( L_1 = 0 \). \( \Box \)

**Theorem 3.6.** Let \( (R, m) \) be a commutative Noetherian local ring, and let \( M \) and \( N \) be finitely generated \( R \)-modules. Then \( M \mid N \) if and only if \( \hat{M} \mid \hat{N} \). In other words, the homomorphism \( \Phi : M(R) \to M(\hat{R}) \), taking \( [M] \) to \( [\hat{M}] \), is a divisor homomorphism.
Proof. If $M \mid N$, say, $M \oplus X \cong N$, then $\widehat{M} \oplus \widehat{X} \cong \widehat{N}$, so $\widehat{M} \mid \widehat{N}$. For the converse, we choose, using Lemma 3.3, homomorphisms $\alpha \in \text{Hom}_R(\widehat{M}, \widehat{N})$ and $\beta \in \text{Hom}_R(\widehat{N}, \widehat{M})$ such that $\beta \alpha = 1_{\widehat{M}}$. Put $H = \text{Hom}_R(M, N)$, a finitely generated $R$-module by Lemma 3.2. Every $h \in H$ induces an element $\hat{h} \in \text{Hom}_R(\widehat{M}, \widehat{N})$. Moreover, $\text{Hom}_R(\widehat{M}, \widehat{N})$ is naturally isomorphic to the completion $\widehat{H}$ [32, Theorems 7.11 and 8.14]. This means that $\alpha$ can be approximated to any order by elements of $H$. Taking a first-order approximation, we obtain $f \in H$ such that $(f-\alpha)(\widehat{M}) \subseteq \hat{m}\widehat{N}$. Similarly, we find $g \in \text{Hom}_R(N, M)$ such that $(\hat{g} - \beta)(\widehat{N}) \subseteq \hat{m}\widehat{M}$. Now $\hat{g}f - 1 = \hat{g}f - \beta \alpha = \hat{g}(f-\alpha) + (\hat{g} - \beta)\alpha$, and it follows that $(\hat{g}f - 1_{\widehat{M}})(\hat{M}) \subseteq \hat{m}\widehat{M}$. Therefore $\hat{M} = \hat{g}f(\hat{M}) + \hat{m}\widehat{M}$, and now Nakayama’s Lemma implies that $\hat{g}f(\hat{M}) = \hat{M}$. From the view of $\hat{M}$ as the inverse limit of the modules $M/m^t$, we see that the endomorphisms of $M/m^tM$ induced by the composition $gf$ are surjective for each $t$. Another application of Nakayama’s Lemma shows that $gf$ is itself surjective and hence, by Lemma 3.5, an automorphism of $M$. Letting $h = (gf)^{-1}g : N \rightarrow M$, we see that $hf = 1_M$, and now Lemma 3.3 implies that $M \mid N$. $\square$

The following easy corollary of Theorem 3.6 will be useful as we consider examples in Section 4.2.

Corollary 3.7. Let $(R, m)$ be a commutative Noetherian local ring, and let $M$ and $N$ be finitely generated $R$-modules. If $\widehat{M} \cong \widehat{N}$, then $M \cong N$. The monoid $M(R)$ is reduced and cancellative.

Proof. If $\widehat{M} \cong \widehat{N}$, then trivially $\widehat{M} \mid \widehat{N}$ and $\widehat{N} \mid \widehat{M}$. Applying Theorem 3.6, we see $M \mid N$ and $N \mid M$. Therefore $N \cong M \oplus X$ and $M \cong N \oplus Y$ for some finitely generated $R$-modules $X$ and $Y$, and hence $N \cong N \oplus Y \oplus X$. Passing to finite-dimensional vector spaces over the field $R/m$, we have $N/mN \cong N/mN \oplus Y/mY \oplus X/mX$, whence $Y/mY = X/mX = 0$. Now Nakayama’s Lemma implies that $X = Y = 0$. This shows that $M \cong N$.

Obviously $M(R)$ is reduced. To verify that it is cancellative, suppose $A$, $B$ and $C$ are finitely generated $R$-modules with $A \oplus C \cong B \oplus C$. Passing to the completion, we have $A \oplus \hat{C} \cong \hat{B} \oplus \hat{C}$. Writing each of these $\hat{R}$-modules as a direct sum of indecomposable modules, and using KRSA (Theorem 2.13), we easily deduce that $\hat{A} \cong \hat{B}$, and now the first part of the corollary implies that $A \cong B$. $\square$

Assumption 3.8. From now on, all of our monoids will be assumed to be reduced and cancellative.

Except in special situations, $M(R)$ is too big and complex to afford a precise description. We will focus on little pieces of the monoid, whose descriptions will still give us enough information to determine whether or not KRSA uniqueness holds, or how badly it fails. We fix a finitely generated $R$-module $M$ and then look at the smallest submonoid of $M(R)$ that contains $[M]$ and is closed under direct summands.

Notation 3.9. For a finitely generated $R$-module $M$, $\text{add}(M)$ consists of isomorphism classes $[N]$ of finitely generated modules $N$ that are direct summands of direct sums of finitely many copies of $M$.

Thus $[N] \in \text{add}(M)$ if and only if there exist a module $V$ and a positive integer $t$ such that $N \oplus V \cong M^{(t)}$. If, for example, we want to understand the direct-sum relations among modules $M_1, \ldots, M_s$, we might take $M = M_1 \oplus \cdots \oplus M_s$. All of these relations are encoded in the monoid structure of $\text{add}(M)$.

Similarly, for an element $x$ in a monoid $H$, we can define $\text{add}(x)$: an element $h \in H$ belongs to $\text{add}(x)$ if and only if there exist an element $y \in H$ and a positive integer $n$ such that $h + y = nx$. Thus $\text{add}(x)$ is the smallest divisor-closed submonoid of $H$ containing $x$.

3.1 $\text{add}(M)$ as a submonoid of $\mathbb{N}^{(t)}_0$

Let $M$ be a non-zero finitely generated module over a commutative, Noetherian local ring $(R, m)$. Write $\widehat{M} = V_1^{(n_1)} \oplus \cdots \oplus V_t^{(n_t)}$, where

(i) each $V_i$ is an indecomposable $\hat{R}$-module,

(ii) each $n_i$ is a positive integer, and

(iii) $V_i \ncong V_j$ if $i \ncong j$. 


We preserve this fixed ordering of the indecomposable direct summands $V_i$ of $\hat{M}$. Given any $[N] \in \text{add}(M)$, we clearly have $[N] \in \text{add}(\hat{M})$; therefore $\hat{N} \cong V_1^{(a_1)} \oplus \cdots \oplus V_t^{(a_t)}$, where the $a_i$ are non-negative integers. Let $N_0$ denote the additive monoid of non-negative integers. We have a monoid homomorphism $\Psi : \text{add}(M) \rightarrow N_0^{(t)}$ taking $[N]$ to the $t$-tuple $(a_1, \ldots, a_t)$. In fact, this is a divisor homomorphism (see Definition 3.1). If $[N_1]$ and $[N_2]$ are in $\text{add}(M)$ and $\Psi([N_1]) \mid \Psi([N_2])$, then clearly $N_1 \mid N_2$. Now Theorem 3.6 implies that $N_1 \mid N_2$, that is, $[N_1] \mid [N_2]$. We can identify $\text{add}(M)$ with its image $\Gamma(M) := \Psi(\text{add}(M))$, a submonoid of $N_0^{(t)}$. In the monoid $N_0^{(t)}$, we have $\alpha \mid \beta$ if and only if $\alpha \leq \beta$ with the coordinate-wise partial ordering: $(a_1, \ldots, a_t) \leq (b_1, \ldots, b_t)$ if and only if $a_i \leq b_i$ for each $i$. After making this identification, we see that

$$N_1 \mid N_2 \text{ if and only if } [N_1] \leq [N_2] \text{ with respect to the coordinate-wise partial ordering on } N_0^{(t)}. \quad (3.1)$$

**Definition 3.10.** A *saturated* submonoid of a monoid $\Gamma$ is a submonoid $\Gamma'$ such that the inclusion $\Gamma' \hookrightarrow \Gamma$ is a divisor homomorphism. (Many authors use the term “full” rather than “saturated”.)

In summary, we have proved the following:

**Theorem 3.11.** Let $M$ be a finitely generated module over a commutative, Noetherian local ring $(R, \mathfrak{m})$. Let $t$ be the number of non-isomorphic indecomposable $\hat{R}$-modules in the (unique) decomposition of $\hat{M}$ as a direct sum of indecomposables. Then $\Psi$ provides an isomorphism between $\text{add}(M)$ and the saturated submonoid $\Gamma(M)$ of $N_0^{(t)}$. The module $M$ is indecomposable if and only if $\Psi([M])$ is a minimal element of $\Gamma(M) - \{(0, \ldots, 0)\}$.

Using this perspective, we can explain a comment in the introduction. One cannot have finitely generated modules $A$ and $B$ over a local ring such that $A$ is indecomposable and $A \oplus A \cong B \oplus B \oplus B$. Suppose the contrary, and let $M = A \oplus B$. Note that $a := [A]$ and $b := [B]$ are non-zero elements of $\text{add}(M)$. We have $2a = 3b$, so $b \leq a$. But then $b \mid a$ by (3.1). Since $a$ is indecomposable and $b \neq 0$, we have $b = a$. But then the relation $2a = 3a$ forces $a = 0$, a contradiction.

Saturated submonoids of free monoids $N_0^{(t)}$ are the subject of intense study and go by several different names. People working in the factorization theory of monoids refer to them as “finitely generated Krull monoids” or “Diophantine monoids” (more on that later). They also figure prominently in applications of commutative algebra to simplicial topology. See, e.g., the book by Bruns and Herzog [8], where they are called “positive normal affine monoids”.

### 3.2 One-dimensional rings and Diophantine monoids

The *dimension* of a commutative ring $A$ is the supremum of integers $r$ for which $A$ has a chain $P_0 \subsetneq P_1 \subsetneq \cdots \subsetneq P_r$ of prime ideals. It can be shown [2, Corollary 11.19], [8, Theorem A.11] that for a local Noetherian ring $(R, \mathfrak{m})$, the ring $R$ and its completion $\hat{R}$ have the same dimension. Soon we will restrict our attention to one-dimensional local rings $(R, \mathfrak{m})$. With this restriction we will be able to describe exactly how $\hat{R}$-modules come from $R$-modules. We say, informally, that a finitely generated $\hat{R}$-module $N$ comes from an $R$-module provided there is a finitely generated $R$-module $M$ such that $\hat{M} \cong N$.

A *Diophantine* monoid is a monoid isomorphic to the monoid of non-negative integer solutions to a finite system of homogeneous linear equations with integer coefficients. Thus $H$ is Diophantine if and only if there exist positive integers $s$ and $t$ and an $s \times t$ integer matrix $\varphi$ such that $H \cong (\text{Ker}(\varphi)) \cap N_0^{(t)}$. (Elements of $N_0^{(t)}$ will sometimes be written as column vectors rather then tuples, so that matrices can act on the left.) In this case we see that $H$ is a saturated submonoid of $N_0^{(t)}$. In fact [25, Proposition 2] the converse holds: If $H$ is a saturated submonoid of some $N_0^{(r)}$ then in fact $H$ is Diophantine (though one might have to take the integer $t$ in the definition strictly larger than $r$). (Cf. also [8, Exercise 6.1.10, p.263].) The big theorem we are heading toward is a *realization theorem*, which says that given any Diophantine monoid $H$ there exist a one-dimensional local Noetherian integral domain $(R, \mathfrak{m})$ and a finitely generated $R$-module $M$ such that $\Gamma(M) \cong H$.

In dimension one, the *rank* of an $\hat{R}$-module $N$, defined in terms of the localizations at the minimal prime ideals, is the key to determining whether or not $N$ comes from an $R$-module. Let $A$ be any commutative ring, not necessarily local. If $P$ is a prime ideal of $A$, then $A_P$ denotes the set of formal fractions $\frac{a}{s}$ where $a \in A$ and $s \in A \setminus P$, with the following equivalence relation: $\frac{a}{s} = \frac{a'}{s'}$ if and only if there exists $t \in A \setminus P$ such that $t(as' - a's) = 0$. (The element $t$ is needed in order to make the relation transitive in case there are zero-divisors
in \( R\setminus \mathfrak{P} \). The familiar operations \( \frac{a}{s} + \frac{a'}{s'} = \frac{as' + a's}{ss'} \) and \( \frac{a}{s} \cdot \frac{a'}{s'} = \frac{aa'}{ss'} \) then make \( A_P \) into a local ring, called the “localization of \( A \) at \( P \).” (The maximal ideal is the set of fractions whose numerators are in \( P \).) If \( A \) is an integral domain and we take \( P = (0) \), then \( A_P \) is the quotient field of \( A \). For another example, let \( A = \mathbb{R}[x] \), fix a point \( p \in \mathbb{R} \), and let \( P \) be the maximal ideal consisting of polynomials \( f \) for which \( f(p) = 0 \). Then \( A_P \) is the ring of rational functions that are defined near \( p \) (whence the term “local”). The prime ideals of \( A_P \) are exactly the ideals \( QA_P \), where \( Q \) is a prime ideal of \( A \) and \( Q \subseteq P \).

We will be particularly interested in localizations at minimal primes. These are the primes ideals \( P \) that contain no prime ideal properly. More generally, given an ideal \( I \) of \( A \), a minimal prime of \( I \) is a prime ideal \( P \) such that \( I \subseteq P \) and there is no prime ideal \( Q \) with \( I \subseteq Q \subseteq P \). The minimal primes of \( A \) are thus the minimal primes of the ideal \((0)\).

We can also localize modules. For an \( A \)-module \( M \) and a prime ideal \( P \) of \( A \), \( M_P \) is the set of formal fractions \( \frac{m}{s} \) where \( m \in M \) and \( s \in A - P \) (with a similar equivalence relation). The multiplication \( (a/s)(m/t) = (am)/(st) \) makes \( M_P \) into an \( A_P \)-module. If \( M \) is finitely generated as an \( A \)-module, then \( M_P \) is a finitely generated \( R_P \)-module: if \( m_1, \ldots, m_t \) generate \( M \) over \( A \), then the fractions \( m_i/1 \) generate \( M_P \) over \( A_P \).

**Proposition 3.12.** If \( A \) is a Noetherian ring, then \( A \) has only finitely many minimal primes.

**Proof.** The proof is a quintessential example of a process called “Noetherian induction.” We will prove the formally stronger statement that every ideal has only finitely many minimal primes. Suppose this fails. Then, since \( A \) is Noetherian, there is an ideal \( I \) maximal with respect to having infinitely many minimal primes. Then \( I \) is certainly not a prime ideal, so there are elements \( x, y \in A \setminus I \) such that \( xy \in I \). The ideals \( K := I + Ax \) and \( L := I + Ay \) each have only finitely many minimal primes, since they contain \( I \) properly. Now every minimal prime \( P \) of \( I \) must contain either \( K \) or \( L \) and must therefore be either a minimal prime of \( K \) or a minimal prime of \( L \), an obvious contradiction.

In a commutative ring \( A \), the set \( \text{Nil}(A) \) of nilpotent elements is exactly the intersection of the prime ideals of \( A \). (If \( x \notin \text{Nil}(A) \), Zorn’s Lemma provides an ideal \( P \) maximal with respect to containing no power of \( x \), and a little fiddling shows that \( P \) is a prime ideal.) We say that \( A \) is reduced provided \( \text{Nil}(A) = (0) \). (The word “reduced” here has little to do with the property defined above for monoids; it’s just one of those unfortunate collisions of terminology.)

**Lemma 3.13.** Let \( P \) be a minimal prime ideal in a commutative, reduced ring \( A \). Then \( A_P \) is a field.

**Proof.** Suppose \( x \) is a unit of \( A_P \); our goal is to show that \( x = 0 \). We have \( xA_P \subseteq A_P \), and Zorn’s Lemma implies that \( xA_P \) is contained in some maximal ideal \( m \) of \( A_P \). Since \( P \) is a minimal prime, \( PA_P \) is the unique prime ideal of \( A_P \) and therefore must equal \( \text{Nil}(A_P) \). An easy computation shows that \( \text{Nil}(A_P) = (0) \), so \((0)\) is the unique prime ideal of \( A_P \). Since maximal ideals are prime, we have \( m = (0) \), whence \( x = 0 \).

Assume, now, that \( (R, \mathfrak{m}) \) is reduced (and Noetherian and local as always), and let \( M \) be a finitely generated \( R \)-module. For a minimal prime ideal \( P \) of \( R \), let \( \text{rank}_{R_P}(M) \) denote the dimension of \( M_P \) as a vector space over the field \( R_P \). If \( P_1, \ldots, P_s \) are all of the minimal primes of \( R \), the rank of \( M \) is the \( s \)-tuple \((r_1, \ldots, r_s)\), where \( r_i = \text{rank}_{R_{P_i}}(M) \). If \( r_i = r_j \) for all \( i, j \), we say that \( M \) has constant rank.

Suppose, for example, that \( R \) has three minimal primes \( P_1, P_2, \) and \( P_3 \). Then the \( R \)-module \( R \) has rank \((1, 1, 1) \). The \( R \)-module \( R/P_1 \) has rank \((1, 0, 0) \), and \( R/(P_1 \cap P_2) \) has rank \((1, 1, 0) \). One can show easily that \( R/\mathfrak{m} \) has rank \((0, 0, 0) \).

In general, suppose that \( P_1, P_2, \ldots, P_s \) are the minimal primes of \( R \), and let \( E \subseteq \{1, 2, \ldots, s\} \). Then

\[
\text{rank}\left( \bigcap_{i \in E} P_i \right) = (r_1, \ldots, r_s), \quad \text{where} \quad r_i = \begin{cases} 1, & i \in E \\ 0, & i \notin E. \end{cases}
\]

It follows that every \( s \)-tuple of zeros and ones can be realized as the rank of a cyclic \( R \)-module. Moreover, every non-zero cyclic module \( R/I \) over a local ring \((R, \mathfrak{m})\) is indecomposable. We’ll refer to \( s \)-tuples of zeros and ones as boring \( s \)-tuples. Soon we will see how to build indecomposable modules with more interesting ranks. As we shall see in Interlude 3.19, however, even modules with boring ranks sometimes suffice to demonstrate failure of KRSA.
Assumptions 3.14. From now on, \((R, \mathfrak{m})\) is a local noetherian ring of dimension one, and its minimal primes are \(P_1, \ldots, P_s\). We assume further that \(\hat{R}\) is reduced (so of course \(R\) is reduced as well).

We now return to the question of which \(\hat{R}\)-modules come from \(R\)-modules. We’ll also need to know which \(\hat{R}\)-modules come from indecomposable \(R\)-modules. We’ll call a non-zero finitely generated \(\hat{R}\)-module \(N\) extended if \(N \cong M\) for some finitely generated \(R\)-module \(M\), and minimally extended if, in addition, no non-zero proper direct summand of \(N\) is extended.

Let’s rephrase Theorem 3.11 in these terms.

Corollary 3.15. Let \(M\) be a non-zero finitely generated \(R\)-module. The following are equivalent:

(i) \(M\) is indecomposable,

(ii) \(\hat{M}\) is minimally extended,

(iii) \(\Psi([M])\) is a minimal element of \(\Gamma(M) - \{(0, \ldots, 0)\}\).

For one-dimensional rings, we have the following result due to L. S. Levy and C. Odenthal [31, Theorem 6.2], which tells us exactly which \(\hat{R}\)-modules are extended. There is a partial result for certain two-dimensional rings (see [33, Proposition 3]; cf. [4]), but the general question of which modules over the completion of a local ring \(A\) come from \(A\)-modules seems to be extremely difficult.

Proposition 3.16. Let \((R, \mathfrak{m})\) be a one-dimensional Noetherian local ring. Let \(\hat{R}\) denote the \(\mathfrak{m}\)-adic completion of \(R\), and assume \(\hat{R}\) is reduced. Let \(M\) be a finitely generated \(\hat{R}\)-module. Then \(M\) is extended from an \(R\)-module if and only if \(\text{rank}_P(M) = \text{rank}_Q(M)\) whenever \(P\) and \(Q\) are minimal prime ideals of \(\hat{R}\) with \(P \cap R = Q \cap R\).

We will not prove this result here, but refer the reader to [31, Theorem 6.2]. If \(R\) is a domain, then \((0)\) is the only minimal prime ideal of \(R\), and Proposition 3.16 takes the following form.

Corollary 3.17. Let \((R, \mathfrak{m})\) be a one-dimensional Noetherian local integral domain. Let \(\hat{R}\) denote the \(\mathfrak{m}\)-adic completion of \(R\), and assume \(\hat{R}\) is reduced. Let \(M\) be a finitely generated \(\hat{R}\)-module. Then \(M\) is extended from an \(R\)-module if and only if \(M\) has constant rank.

Given a finitely generated \(R\)-module \(M\), we know that \(\text{add}(M)\) can be viewed as a saturated submonoid of some \(\mathbb{N}_0^{(t)}\). Using Proposition 3.16, we can, in fact, represent \(\text{add}(M)\) as a Diophantine monoid. (Although this follows purely formally from Theorem 3.11 and the fact [25, Proposition 2] that saturated submonoids of \(\mathbb{N}_0^{(t)}\) are always Diophantine, it is instructive to see exactly where the defining equations come from.)

Theorem 3.18. Let \((R, \mathfrak{m})\) be a one-dimensional local ring with reduced completion \(\hat{R}\), and let \(M\) be a finitely generated \(\hat{R}\)-module. Then \(\text{add}(M)\) is a Diophantine monoid.

Proof. By Theorem 3.11 it will suffice to show that \(\Gamma(M)\) is a Diophantine monoid. Let \(P_1, \ldots, P_s\) be the minimal prime ideals of \(\hat{R}\). As in Section 3.1, write \(\hat{M} = V_1^{(a_1)} \oplus \cdots \oplus V_t^{(a_t)}\), where the \(V_j\) are non-isomorphic indecomposable \(\hat{R}\)-modules and the \(a_j\) are positive integers. Let \(r_{ij} = \text{dim}_{R_{P_i}}((V_j)_{P_i})\), so that \((r_{11}, \ldots, r_{1s}) = \text{rank}(V_j)\).

Suppose \(a = [a_1, \ldots, a_t] \in \mathbb{N}_0^{(t)}\), and let \(N = V_1^{(a_1)} \oplus \cdots \oplus V_t^{(a_t)}\). Then \(a \in \Gamma(M)\) if and only if \(N\) comes from an \(R\)-module. (We need Theorem 3.6 here to conclude that if \(N \cong \hat{V}\), where \(V\) is a finitely generated \(R\)-module, then \([V] \in \text{add}(M)\).) Notice that \(\text{rank}(N) = (\rho_1, \ldots, \rho_s)\), where \(\rho_i = \sum_{j=1}^{t} r_{ij}a_j\). Let \(S = \{(i, l) \mid 1 \leq i < l \leq t\} \cup (P_1 \cap R = P_l \cap R)\). By Proposition 3.16, we see that \(a \in \Gamma(M)\) if and only if \(\rho_i = \rho_l\) whenever \((i, l) \in S\). Thus \(\Gamma(M)\) is the solution set of a family of \(|S|\) homogeneous linear equations with integer coefficients. (If \(S = \emptyset\), that is, if the \(P_i\) lie over distinct prime ideals of \(R\), then there are no relations, and \(\Gamma(M)\) is the free monoid \(\mathbb{N}_0^{(t)}\).)

Interlude 3.19. At this point we describe a couple of “warmup” examples to illustrate the general method we will use to demonstrate failure of KRSA. Suppose, for example, that \((R, \mathfrak{m})\) is a one-dimensional Noetherian local domain whose completion \(\hat{R}\) has three minimal prime ideals \(P_1, P_2,\) and \(P_3\). (To get such a ring, take \(s = 3\) in Theorem 3.20 below.) We assume, as always, that \(\hat{R}\) is reduced. For \(i = 1, 2, 3\), let \(X_i = R/P_i\) and
\[ Y_i = R/ \bigcap_{j \neq i} P_j. \] Then \( \text{rank}(X_i \oplus Y_i) = (1,1,1) \), so Corollary 3.17 provides a finitely generated \( R \)-module \( A \), such that \( \hat{A} \cong X_i \oplus Y_i \). Similarly, there are finitely generated \( \hat{R} \)-modules \( B \) and \( C \) such that \( X_1 \oplus X_2 \oplus X_3 \cong \hat{B} \) and \( Y_1 \oplus Y_2 \oplus Y_3 \cong \hat{C} \), since the given \( \hat{R} \)-modules have constant ranks \((1,1,1)\) and \((2,2,2)\) respectively. It is easy to see that \( \hat{B}, \hat{C} \) and the \( \hat{A} \) are minimal extended. By Corollary 3.15, the corresponding \( \hat{R} \)-modules \( B, C, \) and \( A \) are indecomposable. Moreover, Corollary 3.7 implies that \( A_1 \oplus A_2 \oplus A_3 \) and \( B \oplus C \) are isomorphic, since their completions are both isomorphic to \( X_1 \oplus X_2 \oplus X_3 \oplus Y_1 \oplus Y_2 \oplus Y_3 \).

In order to obtain examples such as the one mentioned in the introduction, we will need \( \hat{R} \)-modules with more interesting rank functions. Still assuming \( R \) is a domain, suppose \( \hat{R} \) has two minimal primes \( P_1 \) and \( P_2 \). Fix an integer \( n \geq 2 \), and suppose we can build indecomposable finitely generated \( \hat{R} \)-modules \( E, F \) and \( G \) with respective ranks \((2n+1,n+1),(n+2,n+1)\) and \((0,n+1)\). Given \([a \ b \ c] \in \mathbb{N}^{(3)}\), let \( N(a,b,c) = E(a) \oplus F(b) \oplus G(c) \), an \( \hat{R} \)-module of rank \(((2n+1)a + (n+2)b, (n+1)(a+b+c))\). Using Corollary 3.17, we see that \( N(a,b,c) \) is extended from an \( R \)-module \( M(a,b,c) \) if and only if \((2n+1)a + (n+2)b = (n+1)(a+b+c)\); that is, if and only if \([a \ b \ c] \) belongs to the Diophantine monoid \( \hat{H} := \{(x \ y \ z) \in \mathbb{N}^{(3)} \mid nx + y = (n+1)z\} \). Noting that \([1 \ 1 \ 1] \in \hat{H} \), we put \( C = M(1,1,1) \). Then \( \hat{C} \cong E \oplus F \oplus G \), and add(\( C \)) \( \cong \Gamma(\hat{C}) = H \). Clearly \([1 \ 1 \ 1] \) is an atom of \( \hat{H} \), as are \([n+1 \ 0 \ 0] \) and \([0 \ n+1 \ 1] \). Letting \( A = M(n+1,0,0) \) and \( B = M(0,n+1,1) \), we see that \( A, R \) and \( C \) are indecomposable \( \hat{R} \)-modules. Moreover, we have the relation \( A \oplus B \cong C^{(n+1)} \). (The example mentioned in the introduction is the case \( n = 2 \).) An innocent bystander analyzing powers of \( C \) would not detect the silly direct-sum behavior until the \( n + 1 \)-st step, since \( C^{(n)} \) has only one representation as a direct sum of indecomposable modules.

These examples suggest that in order to realize an arbitrary Diophantine monoid as a monoid of the form \( \Gamma(M) \), we need to find examples where, first of all, \( \hat{R} \) has more minimal primes than \( R \) does, and second, \( \hat{R} \) has finitely generated modules with interesting rank functions. The next theorem \([36, (2.3) \text{ and } (2.4)]\) fits the bill perfectly. Moreover the requisite ring can always be chosen to be an integral domain, and the module \( M \) to be torsion-free. (Over an integral domain \( R \), a module \( M \) is torsion-free provided \( \text{gcd}(r,m) \neq 0 \) when \( r \) and \( m \) are non-zero elements of \( R \) and \( M \), respectively.)

**Theorem 3.20.** Fix an integer \( s \geq 2 \), and let \((r_1,\ldots, r_s)\) be an arbitrary non-trivial \( s \)-tuple of non-negative integers. Choose real numbers \( q_1 < \cdots < q_s \). Let \( R \) be the subring of the field \( \mathbb{R}(x) \) of rational functions in one variable consisting of functions \( f(x) \) satisfying the following conditions:

\begin{align*}
(i) \quad f(q_1) = \cdots = f(q_s), \\
(ii) \quad f^{(i)}(q_j) = 0 \quad \text{for } j \in \{1,2,\ldots,s\} \text{ and } i \in \{1,2,3\}. \quad \text{(Here } f^{(i)} \text{ denotes the } i^{\text{th}} \text{ derivative of } f(x).) \\
\end{align*}

Then

(a) \( R \) is a one-dimensional Noetherian local domain,

(b) \( \hat{R} \) is reduced and has exactly \( s \) minimal prime ideals, and

(c) there exists a finitely generated torsion-free \( \hat{R} \)-module \( N \) with \( \text{rank}(N) = (r_1,\ldots,r_s) \).

There’s nothing special about the field of real numbers here. All we need is a field with at least \( s \) distinct elements \( q_1,\ldots,q_s \). The construction of the module \( N \) and the proof of indecomposability are quite technical and use ideas going back to a 1967 paper of Drozd and Roiter \([14]\) on the classification of one-dimensional rings of finite representation type. While we won’t say anything more about the module \( N \), we will say a little bit about the ring and where the various maximal ideals of \( \hat{R} \) come from. The maximal ideal of \( R \) is \( \mathfrak{m} := \{ f \in R \mid f(q_1) = \cdots = f(q_s) = 0 \} \). The ring \( R \) is a subring of the ring \( S \) consisting of rational functions that are defined at each \( q_i \). The ring \( S \) has exactly \( s \) maximal ideals, namely, \( \mathfrak{m}_i := \{ f \in S \mid f(q_i) = 0 \}, i = 1,\ldots,s \). One can show that \( S \) is finitely generated as an \( R \)-module, so that \( \hat{S} \) is a finitely generated \( \hat{R} \)-module. The ring \( \hat{S}/\mathfrak{m}\hat{S} \) has a family of orthogonal idempotents, one for each maximal ideal \( \mathfrak{m}_i \hat{S} \), and by Propositions 2.10 and 2.12 these lift to idempotents of \( \hat{S} \). These idempotents give a decomposition \( \hat{S} = D_1 \times \cdots \times D_s \), in which each \( D_i \) is a one-dimensional local domain. Then \( Q_i := \prod_{j \neq i} D_j \) is a minimal prime ideal of \( \hat{S} \), and the prime ideals \( P_i := Q_i \cap \hat{R} \) are exactly the minimal prime ideals of \( \hat{R} \).
Theorem 3.21 (Realization Theorem for Diophantine Monoids). Let $H \subseteq \mathbb{N}_0^{(t)}$ be any Diophantine monoid containing an element $\alpha := [a_1 \ldots a_t]$ in which each $a_i$ is positive. Then there exist a one-dimensional local domain $R$ and a finitely generated torsion-free $R$-module $M$ such that $\Gamma(M) = H$, with $\Psi([M]) = \alpha$ (in the notation of Theorem 3.11).

Proof. Assume $H$ is defined by $m$ homogeneous linear equations. Then we can write $H = \mathbb{N}_0^{(t)} \cap \ker(\Phi)$, where $\Phi : \mathbb{Q}^t \to \mathbb{Q}^m$ is a linear transformation. We regard $\Phi$ as an $m \times t$ matrix $[\phi_{ij}]$, and we can assume, by clearing denominators, that the entries $\phi_{ij}$ are integers. Choose a positive integer $h$ such that $\phi_{ij} + h \geq 0$ for all $i,j$.

Let $R$ be the ring of Theorem 3.20 with $s = m + 1$. (The number of minimal primes of $R$ is one more than the number of defining equations of the monoid.)

For $j = 1, \ldots, t$, choose, using Theorem 3.20, an indecomposable, finitely generated, torsion-free $R$-module $N_j$ such that

$$\text{rank}(N_j) = (q_{1j} + h, \ldots, q_{mj} + h, h), \ j = 1, \ldots, t. \quad (3.2)$$

Suppose now that $\beta = [b_1 \ldots b_t] \in \mathbb{N}_0^{(t)}$. If $N = N_1^{(b_1)} \oplus \cdots \oplus N_t^{(b_t)}$, then

$$\text{rank}(N) = \left( \sum_{j=1}^t (q_{1j} + h)b_j, \ldots, \sum_{j=1}^t (q_{mj} + h)b_j, \sum_{j=1}^t b_j \right) h. \quad (3.3)$$

By Corollary 3.17, $N$ comes from an $R$-module if and only if $\sum_{j=1}^t (q_{ij} + h)b_j = \left( \sum_{j=1}^t b_j \right) h$ for $1 \leq i \leq m$, that is, if and only if $\beta \in \mathbb{N}_0^{(t)} \cap \ker(\Phi) = H$.

Let $M$ be the finitely generated $R$-module (unique up to isomorphism) such that $\widehat{M} \cong L_1^{(a_1)} \oplus \cdots \oplus L_t^{(a_t)}$. Then $\Gamma(M) = H$, and the isomorphism $\Psi$ of Theorem 3.11 carries $[M]$ to the element $\alpha$. \qed

4 Measuring Failure of KSRA

In this section, we describe invariants that are useful in determining the extent to which direct-sum decompositions can be non-unique.

4.1 More on Monoids

We briefly leave the world of direct-sum decompositions and recall some basic concepts of factorization in commutative monoids. We will return later to monoids of modules and use these tools to describe how badly KSRA can fail over Noetherian local rings of dimension one.

Throughout, let $H$ denote a reduced, cancellative monoid (see items (i) and (ii) at the beginning of §3).

Definition 4.1. A Krull monoid is a monoid admitting a divisor homomorphism $\varphi : H \to F$, where $F$ is a free monoid. A divisor theory is a divisor homomorphism $\varphi : H \to \mathbb{N}_0^{(t)}$ such that every element of $\mathbb{N}_0^{(t)}$ is the greatest lower bound (in the usual product partial ordering) of some non-empty finite set of elements in $\varphi(H)$.

Krull monoids are ubiquitous in nature. Indeed, it is quite likely that the multiplicative monoid of your favorite integral domain (modulo units) is a Krull monoid. There is a minor difficulty here, in that an integral domain typically has more than one unit, that is, the multiplicative monoid of non-zero elements is usually not reduced. We address this issue by considering the monoid $R^*$ of equivalence classes of non-zero elements of a domain $R$, where two elements $a$ and $b$ are equivalent provided there is a unit $u$ such that $au = b$. If $R$ is the ring of integers in any algebraic number field, then $R^*$ is a Krull monoid, as is $R^*$ for any Dedekind domain. For a nice, accessible treatment of factorization properties in rings of algebraic integers, see [7]. So as not to give the wrong impression, we mention the integral domain $\text{Int}(\mathbb{Z}) = \{ f(x) \in \mathbb{Q}[x] \mid f(x) \in \mathbb{Z} \forall z \in \mathbb{Z} \}$ of integer-valued polynomials over $\mathbb{Q}$. One can show that $(\text{Int}(\mathbb{Z}))^*$ is not a Krull monoid. (See, for example, Chapter 6 of [9].)

Every finitely generated Krull monoid can be embedded as a saturated submonoid of $\mathbb{N}_0^{(t)}$ for some positive integer $t$; conversely every saturated submonoid of $\mathbb{N}_0^{(t)}$ is finitely generated, by Proposition 4.3 and Corollary 4.5 below. These monoids arise in remarkably disparate contexts. A given finitely generated Krull monoid can be realized:
as a Diophantine monoid [25, Proposition 2],

- as $\text{add}_R(M)$, for a suitable finitely generated torsion-free module $M$ over a suitable one-dimensional integral domain $R$ (Theorems 3.11 and 3.21),

- as $\text{add}_Z(M)$, for a suitable finite-rank $\mathbb{Z}(p)$-module $M$ [37],

- as $\text{add}\Lambda(M)$ for a suitable finitely generated projective module $M$ over a (possibly non-commutative) semilocal ring $\Lambda$ [16], and

- as $\text{add}_\Delta(M)$, for a suitable Artinian module $M$ over a (possibly non-commutative) ring $\Delta$ [36].

Every Krull monoid has a divisor theory [19, Theorem 2.4.8]. Moreover, the divisor theory is essentially unique [22, 20.4]: if $\varphi : H \to F$ and $\varphi' : H \to F'$ are divisor theories for $H$, then there is a monoid isomorphism $\psi : F \to F'$ such that $\varphi' = \psi \circ \varphi$. Although we will not prove these facts here, we will need them when we discuss the divisor class group of a Krull monoid.

Krull monoids were first introduced by Chouinard [11] as “completely integrally closed $\nu$-Noetherian monoids” and were mentioned in Gilmer’s book [20] on semigroup rings. Halter-Koch observed in [21] that this concept coincides with the concept of a semigroup with divisor theory, which had been used for decades in algebraic number theory. It was noted by Skula in [35] and proven by Krause in [27] that the multiplicative monoid of an integral domain $R$ is a Krull monoid if and only if $R$ is a Krull domain. Just as there are several equivalent definitions of Krull domains, a reduced monoid is a finitely generated Krull monoid if and only if [25] it is isomorphic to the monoid of non-negative solutions to a system of linear Diophantine equations, if and only if [17] it is, up to isomorphism, the monoid of zero-sum sequences over a subset of an abelian group. We will explore these equivalent definitions throughout the remainder of this section.

Our next task is to show that all Krull monoids are atomic. The key to proving Theorem 4.3, as well as Theorem 4.4, is to appeal to the descending chain condition (DCC) on $\mathbb{N}_0^{(t)}$, with respect to the product (coordinate-wise) partial ordering: $[a_1 \ldots a_l] \leq [b_1 \ldots b_l]$ if and only if $a_i \leq b_i$ for each $i$. A poset $X$ satisfies DCC provided there is no infinite strictly descending chain $x_1 > x_2 > x_3 > \ldots$ in $X$. One verifies easily that if $X$ and $Y$ both have DCC then so does $X \times Y$. Since $\mathbb{N}_0$ has DCC, an induction argument shows the following.

Lemma 4.2. Let $r$ be any positive integer. Then $\mathbb{N}_0^{(r)}$ satisfies DCC.

Proposition 4.3. If $H$ is a Krull monoid, then $H$ is atomic.

Proof. We may assume that $H$ is a saturated submonoid of $\mathbb{N}_0^{(F)}$ for some (possibly infinite) index set $I$. Let $x$ be a non-zero element of $H$. Then $x_i = 0$ for all but finitely many $i \in I$, so $x \in \mathbb{N}_0^{(F)}$ for some finite subset $F$ of $I$. One checks easily that $\text{add}(x)$ is also a saturated submonoid of $\mathbb{N}_0^{(F)}$. (Technically, we should write either “$\text{add}_H(x)$” or “$\text{add}_{\mathbb{N}_0^{(F)}}(x)$”, but they are the same, since $H$ is a saturated submonoid of $\mathbb{N}_0^{(F)}$.) For elements $y, z \in \text{add}(x)$, we have $y \mid z$ in $\text{add}(x)$ if and only if $y \leq z$ in $\mathbb{N}_0^{(F)}$; that is, if and only if $y \leq z$ in the product ordering on $\mathbb{N}_0^{(F)}$. Moreover, if $h_1 + h_2 \in \text{add}(x)$, with $h_i \in H$, then $h_1, h_2 \in \text{add}(x)$; it follows that every atom of $\text{add}(x)$ is actually an atom of $H$. Therefore it will suffice to show that $x$ is a sum of atoms of $\text{add}(x)$.

We will show, in fact, that every non-zero element of $\text{add}(x)$ is a sum of atoms. If not, the set $B$ of non-zero elements of $\text{add}(x)$ that cannot be expressed as a sum of atoms of $\text{add}(x)$ is non-empty. By DCC, $B$ has a minimal element $b$. Certainly $b$ is not an atom, so $b = c + d$, where $c$ and $d$ are non-zero elements of $\text{add}(x)$. Then $c < b$ and $d < b$, so neither $c$ nor $d$ is in $B$. Writing $c$ and $d$ as sums of atoms makes $b$ a sum of atoms, contradicting the fact that $b \in B$. This contradiction shows that $B = \emptyset$, and the proof is complete.

If $H$ is a saturated submonoid of $\mathbb{N}_0^{(t)}$ for some positive integer $t$, in particular, if $H$ is a Diophantine monoid, then $H$ has only finitely many atoms, as we shall see in Corollary 4.5 below. (Recall that the atoms are the minimal elements of $H \setminus \{0\}$.) Given any poset $X$, we define a clutter to be a subset $S$ of $X$ with no order relations among its elements. In other words, if $x, y \in S$, then neither $x < y$ nor $y < x$. (The less colorful term “antichain” is often used in the literature.)

Theorem 4.4. [13, Dickson’s Theorem] Let $t$ be a positive integer. Then $\mathbb{N}_0^{(t)}$ has no infinite clutters. For any subset $Y$ of $\mathbb{N}_0^{(t)}$, $\text{min}(Y)$ is finite.
Proof. The second statement follows from the first, since \( \min(Y) \) is a clutter. To prove the first statement, we use induction on \( t \), the case \( t = 1 \) being trivial. Suppose, now, that \( t \geq 2 \), and let \( M \) be a clutter in \( \mathbb{N}_0^{(t)} \). If \( M = \emptyset \), then \( M \) is finite, so we assume that \( M \neq \emptyset \) and fix an element \((a_1, \ldots, a_n)\) in \( M \).

For each pair of integers \( i \) and \( j \) with \( 1 \leq i \leq n \) and \( 0 \leq j \leq a_i \), define \( M_{ij} = \{(x_1, \ldots, x_t) \in M \mid x_i = j\} \) and \( B_{ij} = \{(x_1, \ldots, x_{t-1}) \in \mathbb{N}_0^{(t-1)} \mid (x_1, \ldots, x_{i-1}, j, x_{i+1}, \ldots, x_t) \in M_{ij}\} \). For each \( i \) and \( j \), the bijection \( M_{ij} \leftrightarrow B_{ij} \), given by \((x_1, \ldots, x_{i-1}, j, x_{i+1}, \ldots, x_t) \leftrightarrow (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_t)\), shows that \( B_{ij} \) is a clutter. The inductive hypothesis now guarantees that each set \( B_{ij} \) is finite, and hence that each \( M_{ij} \) is finite. Since there are only finitely many sets \( M_{ij} \), we need only show that \( M \subseteq \bigcup M_{ij} \). Let \((x_1, \ldots, x_t) \in M \). If \( a_i < x_i \) for all \( i \), then \((a_1, \ldots, a_n) < (x_1, \ldots, x_t)\), contradicting the assumption that \( M \) is a clutter. Thus there exists \( i \in \{1, 2, \ldots, n\} \) with \( x_i \leq a_i \), and \((x_1, \ldots, x_n) \in M_{ix_i} \).

Alternatively, one can prove Theorem 4.4 by verifying a more general result: If \( A \) and \( B \) are posets, each with DCC, and each having no infinite clutters, then \( A \times B \) has no infinite clutters.

Corollary 4.5. Let \( H \) be a saturated submonoid of \( \mathbb{N}_0^{(t)} \) for some positive integer \( t \). Then \( H \) has only finitely many atoms. In particular, every Diophantine monoid has only finitely many atoms.

Corollary 4.6. Let \( x \) be an element of a Krull monoid \( H \). Then \( x \) has only finitely many distinct factorizations as sums of atoms.

Proof. By choosing a suitable divisor homomorphism, we may assume that \( H \) is a saturated submonoid of \( \mathbb{N}_0^{(t)} \) for some index set \( \Omega \). Choose a finite subset \( F \) of \( \Omega \) such that \( x \in \mathbb{N}_0^{(F)} \). Then \( \text{add}(x) \) is a saturated submonoid of \( \mathbb{N}_0^{(F)} \). Now every atom of \( H \) that divides \( x \) is actually an atom of \( \text{add}(x) \), which, by Corollary 4.5, has only finitely many atoms. Thus there are only finitely many atoms \( p_1, \ldots, p_n \) that divide \( x \). The decompositions of \( x \) are all of the form \( x = e_1p_1 + \cdots + e_np_n \), for suitable non-negative integers \( e_i \), and our task is to show that there are only finitely many sequences \((e_1, \ldots, e_n)\) arising in this way. It will suffice to establish a bound on each \( e_i \). Suppose, by way of contradiction, that there is an atom \( p \) of \( H \) such that \( ep \mid x \) for every positive integer \( e \). Then, in the coordinate-wise partial ordering on \( \mathbb{N}_0^{(t)} \), we have \( ep \leq x \) for each \( e \). Write \( p = (a_1, \ldots, a_t) \) and \( x = (b_1, \ldots, b_t) \), as elements of \( \mathbb{N}_0^{(t)} \). Since \( p \neq 0 \) we have \( a_j > 0 \) for some \( j \). Then \( b_j \geq ea_j \) for every \( e \), an obvious contradiction.

Given a Krull monoid \( H \), we let \( Q(H) \) denote the quotient group, which consists of formal differences \( \{x-y \mid x, y \in H\} \). If \( \varphi: H \to \mathbb{N}_0^{(t)} \) is a divisor theory, we have an induced quotient homomorphism \( Q(\varphi): Q(H) \to Q(\mathbb{N}_0^{(t)}) \) defined by \( Q(\varphi)(x-y) = \varphi(x) - \varphi(y) \). This gives rise to the divisor class group \( Cl(H) \), which is defined to be the cokernel of the map \( Q(\varphi) \). Elements of \( Cl(H) \) are called divisor classes. Noting that \( Q(\mathbb{N}_0^{(t)}) = \mathbb{Z}^{(t)} \), we see that a divisor class is a coset \( z + L \), where \( z \in \mathbb{Z}^{(t)} \) and \( L \) is the image of the homomorphism \( Q(\varphi) \). We let \( \pi: \mathbb{Z}^{(t)} \to Cl(H) \) be the canonical surjection. An element \( z \in \mathbb{Z}^{(t)} \) belongs to \( Ker(\pi) \) if and only if there are elements \( x, y \in H \) such that \( \varphi(x) - \varphi(y) = z \). Moreover, we claim that

\[
\text{Ker}(\pi) \cap \mathbb{N}_0^{(t)} = \varphi(H). \tag{4.1}
\]

Of course \( \text{Ker}(\pi) \cap \mathbb{N}_0^{(t)} \supseteq \varphi(H) \). To verify the reverse inclusion, suppose \( z \in \text{Ker}(\pi) \cap \mathbb{N}_0^{(t)} \), and write \( z = \varphi(x) - \varphi(y) \), with \( x, y \in H \). Then \( z + \varphi(y) = \varphi(x) \), so \( \varphi(y) \mid \varphi(x) \). Therefore \( y \mid x \), as \( \varphi \) is a divisor homomorphism, say, \( y + h = x \). Now \( \varphi(h) = \varphi(x) - \varphi(y) = z \). This shows that \( \text{Ker}(\pi) \cap \mathbb{N}_0^{(t)} \subseteq \varphi(H) \).

For example, the class group of the multiplicative monoid of the ring of integers in any algebraic number field is always finite; again, see [7]. When \( H \) is a Diophantine monoid, the class group can be calculated using an algorithm developed in [10]. With additional assumptions on the defining equations of the Diophantine monoid, we will see in Theorem 4.8 that the class group can be easily computed. The divisor class group gives a crude measure of failure of unique factorization. We now provide a simple example of this fact.

Proposition 4.7. Let \( H \) be a Krull monoid. Then \( H \) is free if and only if \( Cl(H) \) is trivial.

Proof. Let \( \varphi: H \to \mathbb{N}_0^{(t)} \) be a divisor theory, and let \( \pi: \mathbb{Z}^{(t)} \to Cl(H) \) be the canonical surjection.

Suppose \( Cl(H) \) is trivial. Then \( \mathbb{N}_0^{(t)} \subseteq \text{Ker}(\pi) \), and now (4.1) implies that \( \varphi(H) = \mathbb{N}_0^{(t)} \). Since all divisor homomorphisms are injective, \( H \cong \mathbb{N}_0^{(t)} \), and thus \( H \) is free. Conversely, if \( H \) is free, then the identity
map \( \iota : H \rightarrow H \) is a divisor theory. The induced map \( Q(\iota) : Q(H) \rightarrow Q(H) \) is also the identity map, and \( Cl(H) = Q(H)/Q(H) = 0 \). \( \square \)

Let \( H \) denote a Krull monoid with divisor theory \( \varphi : H \rightarrow \mathbb{N}_0^{(1)} \). We refer to the standard basis elements \( e_\omega \in \mathbb{N}_0^{(1)} \) as primes, and we say that an element \( g \in Cl(H) \) contains a prime if \( g = \varphi(e_\omega) \) for some prime \( e_\omega \in \mathbb{N}_0^{(1)} \). (Here \( \varphi : \mathbb{Z}^{(1)} \rightarrow Cl(H) \) is the canonical projection.) The characteristic of the Krull monoid \( H \) is the pair \( (Cl(H), (m_g)_{g \in Cl(H)}) \) where \((m_g)_{g \in Cl(H)}\) is a sequence of cardinal numbers defined by \( m_g = \text{card}(\{e_\omega \in \Omega \cap g\}) \).

Two reduced Krull monoids are [19, Theorem 2.5.4] isomorphic if and only if they have the same characteristic. Thus knowing the class group of a Krull monoid and the distribution of primes completely determines the monoid. Even without complete knowledge of the distribution of primes, we are able to glean factorization-theoretic information about \( H \). As we shall see in Theorem 4.13, if \( Cl(H) \) is infinite and every divisor class contains a prime, then factorization in \( H \) is wildly non-unique. The reader should note that the elements \( e_\omega \) are exactly the atoms, equivalently, prime elements, of the free monoid \( \mathbb{N}_0^{(1)} \). It might seem more consistent to say that a divisor class contains an atom, but the terminology above is ubiquitous in the literature, and we will stick with it.

When \( H \) is the multiplicative monoid of an algebraic number ring, it is well-known [19, Theorem 2.10.14] that there is a prime in each divisor class (in fact, infinitely many). In our setting of Diophantine monoids, it will always be the case that the class group is isomorphic to \( \mathbb{Z}^t \), where \( t \) is the number of defining equations, and the set of divisor classes that contain primes corresponds exactly to the columns of the defining matrix; see Theorem 4.8. As can be observed from Examples 4.16 and 4.17, the number of classes in \( Cl(H) \) containing primes determines how nonunique factorization is in \( H \).

In the following theorem we require the matrix \( A \) to contain certain columns of zeros and ones, and we observe that the natural inclusion \( \text{Ker}(A) \cap \mathbb{N}_0^{(1)} \subseteq \mathbb{N}_0^{(1)} \) is nearly always a divisor theory. In Section 4.2 we will use the existence of certain boring ranks to acquire these additional columns. We also determine the divisor class groups of such Diophantine monoids and consider which divisor classes contain primes. More general results for finitely generated Diophantine monoids can be found in [10].

**Theorem 4.8.** [6, Lemma 4.1] Fix an integer \( q \geq 1 \) and let \( I_q \) denote the \( q \times q \) identity matrix. Let \( D = [D_1 | D_2 | D_3] \), where

\[
D_1 = \begin{bmatrix} I_q & -I_q \end{bmatrix},
\]
\[
D_2 = \begin{bmatrix} 1 & -1 \\ 1 & -1 \\ \vdots & \vdots \\ 1 & -1 \end{bmatrix},
\]

and \( D_3 \) is an arbitrary integer matrix with \( q \) rows (and possibly infinitely many columns). Let \( \Omega \) index the columns of \( D \), and put \( H = \text{Ker}(D) \cap \mathbb{N}_0^{(1)} \).

(i) The natural inclusion \( H \hookrightarrow \mathbb{N}_0^{(1)} \) is a divisor theory.

(ii) \( Cl(H) \cong \mathbb{Z}^{(q)} \).

(iii) Each column of \( D \) corresponds, via the isomorphism in (ii), to a divisor class that contains a prime.

**Proof.** We begin by showing that the inclusion \( H \hookrightarrow \mathbb{N}_0^{(1)} \) is a divisor homomorphism. Suppose \( \alpha, \gamma \in H \) with \( \alpha \leq \gamma \) in \( \mathbb{N}_0^{(1)} \); that is, there is an element \( \beta \in \mathbb{N}_0^{(1)} \) with \( \alpha + \beta = \gamma \). Since \( D(\alpha + \beta) = 0 \) and \( D\alpha = 0 \), we see that \( D\beta = 0 \) as well, and thus \( \beta \in \mathbb{N}_0^{(1)} \). Therefore \( H \hookrightarrow \mathbb{N}_0^{(1)} \) is a divisor homomorphism. For an element \( \beta \in \mathbb{N}_0^{(1)} \), write \( D\beta = [d_1 \cdots d_q]^T \) where each \( d_i \) is an integer, and set \( M = \max\{0, d_1, \ldots, d_q\} \) and \( m = \min\{0, d_1, \ldots, d_q\} \). For each \( i \in \{1, \ldots, 2q + 2\} \), let \( \varepsilon_i \) denote the standard basis vector in \( \mathbb{N}_0^{(1)} \) with 1 in the \( i \)th coordinate and 0 elsewhere; note that \( D\varepsilon_i \) is precisely the \( i \)th column of \( D \). Define

\[
\beta_1 := \sum_{i=1}^q (d_i - m)\varepsilon_i - m\varepsilon_{2q+2} \in \mathbb{N}_0^{(1)} \quad \text{and} \quad \beta_2 := \sum_{i=1}^q (M - d_i)\varepsilon_{q+i} + M\varepsilon_{2q+1} \in \mathbb{N}_0^{(1)}.
\]
One checks that $\beta + \beta_1$ and $\beta + \beta_2$ are in $N_0^{(\Omega)} \cap \text{Ker}(D) = H$ and that $\beta$ is the greatest lower bound of $\{\beta + \beta_1, \beta + \beta_2\}$. Therefore the inclusion $H \hookrightarrow N_0^{(\Omega)}$ is a divisor theory.

For each $i \in \{1, 2, \ldots, q\}$, the standard basis vector $e_i$ occurs as a column of $D$, and thus $D: \mathbb{Z}^{(\Omega)} \to \mathbb{Z}^{(q)}$ is surjective. Therefore

$$\mathbb{Z}^{(\Omega)}/\text{Ker}(D) \cong \mathbb{Z}^{(q)}. \quad (4.2)$$

Clearly $Q(H) \subseteq \text{Ker}(D)$, and we now show the reverse inclusion. Let $\alpha \in \text{Ker}(D)$, and write $\alpha = \beta - \gamma$ for some $\beta, \gamma \in N_0^{(\Omega)}$. As in the previous paragraph, find $\beta_1 \in N_0^{(\Omega)}$ with $\beta + \beta_1 \in H$. Then $\gamma + \beta_1 = \beta + \beta_1 - \alpha \in N_0^{(\Omega)} \cap \text{Ker}(D) = H$, and so $\alpha = (\beta + \beta_1) - (\gamma + \beta_1) \in Q(H)$. Therefore $Q(H) = \text{Ker}(D)$, and now $\mathcal{Cl}(H) = \mathbb{Z}^{(\Omega)}/Q(H) = \mathbb{Z}^{(\Omega)}/\text{Ker}(D) \cong \mathbb{Z}^{(q)}$ by (4.2). This proves (ii).

For (iii), we observe that, for an element $z \in \mathbb{Z}^{(\Omega)}$, the isomorphism in (ii) carries the divisor class $\pi(z)$ to the matrix product $Dz \in \mathbb{Z}^{(q)}$. Suppose now that $c$ is the $\omega$th column of $D$. Then $c = De_\omega$, which corresponds, via the isomorphism in (ii), to the divisor class $\pi(e_\omega)$. Since this divisor class contains the prime $e_\omega$, the proof is complete.

Let $H$ be a Krull monoid and $h$ a non-zero element of $H$. The set of lengths of $h$ is $L(h) := \{n \mid h = a_1 + \cdots + a_n \text{ for atoms } a_i \in H\}$. The elasticity of $h \in H$ is $\rho(h) := \sup L(h)/\inf L(h)$. Since, by Corollary 4.6, $h$ has only finitely many distinct factorizations, the elasticity $\rho(h)$ is finite. If $H$ is free, then factorization is unique, and hence $\rho(h) = 1$ for every non-zero element $h \in H$. The converse can fail, as we see in the following example.

**Example 4.9.** Consider the monoid $H = \{(w, x, y, z) \in \mathbb{N}_0^{(4)} \mid w + x = y + z\}$. The atoms are $\alpha_1 = (1, 0, 1, 0)$, $\alpha_2 = (1, 0, 0, 1)$, $\alpha_3 = (0, 1, 1, 0)$, and $\alpha_4 = (0, 1, 0, 1)$. One can then verify that if $\sum_{i=1}^4 a_i \alpha_i = \sum_{i=1}^4 b_i \alpha_i$ for nonnegative integers $a_1, a_2, a_3, a_4, b_1, b_2, b_3,$ and $b_4$, then $a_1 + a_2 + a_3 + a_4 = b_1 + b_2 + b_3 + b_4$, and hence $\rho(H) = 1$. However, since $\alpha_1 + \alpha_4 = \alpha_2 + \alpha_3$, it is clear that $H$ is not factorial.

We say that a monoid $H$ is half-factorial if $|L(h)| = 1$ for every non-zero element $h \in H$ (equivalently, $H$ is atomic and any two representations of an element of $H$ as a sum of atoms have the same length). We put $\rho(H) = \sup\{\rho(h) \mid h \in H \setminus \{0\}\}$, the elasticity of $H$. The monoid $H$ is fully elastic provided every rational number in the closed interval $[1, \rho(H)]$ occurs as the elasticity of some element of $H$. (If $\rho(H) = \infty$, then $H$ is fully elastic provided every rational number in $[1, \infty)$ occurs as the elasticity of some element in $H$.)

We now introduce the block monoid of a Krull monoid. This object is often easier to study, yet it carries a great deal of information about the original monoid. In addition, the block homomorphism $[\beta : H \to B(H)$ in (4.4)] provides a link between factorization theory and additive group and number theory, giving explicit finiteness results for arithmetical questions in factorization theory. See, for example, [18].

**Definition 4.10 (block monoid).** Let $G$ be an abelian group, let $P$ be any subset of $G$, and let $\mathcal{F}(P)$ be the free abelian monoid with basis $P$. Thus $\mathcal{F}(P)$ consists of formal $\mathbb{N}_0$-linear combinations of elements in the set $P$ with the obvious binary operation. We express an element $b$ of $\mathcal{F}(P)$ as follows:

$$b = n_1 p_1 + \cdots + n_t p_t,$$

where the $p_i$ are in $P$, the $n_i$ are non-negative integers, and $\oplus$ denotes a formal sum in $\mathcal{F}(P)$. Consider the map $\sigma: \mathcal{F}(P) \to G,$

$$n_1 p_1 + \cdots + n_t p_t \mapsto n_1 p_1 + \cdots + n_t p_t,$$

taking the formal sum in $\mathcal{F}(P)$ to the actual sum in $G$. The submonoid $B(G, P) = \{s \in \mathcal{F}(P) : \sigma(s) = 0\}$ of $\mathcal{F}(P)$ is called the block monoid of $G$ with respect to $P$. In other words, the block monoid is the set of formal sums that add up to 0 in the group $G$. (In the literature, the free monoid $\mathcal{F}(P)$ and the block monoid $B(G, P)$ are usually written multiplicatively, but the additive notation seems more appropriate to our situation.)

We are particularly interested in the following situation:

(i) $H$ is a Krull monoid,

(ii) $G = \mathcal{Cl}(H)$, and

(iii) $P$ is the subset of $G$ consisting of divisor classes that contain primes.
In this situation, we refer to $\mathcal{B}(G, P)$ as the block monoid of $H$ and denote it simply by $\mathcal{B}(H)$.

Before describing how $\mathcal{B}(H)$ is useful in studying factorization in the Krull monoid $H$, we need to define a type of monoid homomorphism that preserves basic factorization properties.

**Definition 4.11 (transfer homomorphism).** Let $H$ and $K$ be monoids (reduced and cancellative as always). A homomorphism $\varphi : H \to K$ is a transfer homomorphism provided

(i) $\varphi$ is surjective,

(ii) $\varphi(z) \neq 0$ for each non-zero $z \in H$, and

(iii) whenever $\varphi(z) = a + b$ in $K$, there exist $x, y \in H$ such that $\varphi(x) = a$, $\varphi(y) = b$, and $x + y = z$ in $H$.

Suppose that $\varphi : H \to K$ is a transfer homomorphism. Given $z \in H$, one checks easily that $z$ is an atom of $H$ if and only if $\varphi(z)$ is an atom of $K$. In fact, $\varphi$ preserves the basic structure of factorizations in $H$.

In particular, $L(z) = L(\varphi(z))$ (and consequently $\rho(z) = \rho(\varphi(z))$ and $\rho(H) = \rho(K)$) [17], and we can study sets of lengths and elasticities in $H$ by studying these same invariants in $K$. We take this approach when $H$ is a Krull monoid and $K$ is the block monoid $\mathcal{B}(H)$. In the next result (proved in more generality in [17]) we establish a transfer homomorphism $\beta : H \to \mathcal{B}(H)$. But first we set the stage by building a commutative diagram that shows the various homomorphisms involved.

Let $H$ be a Krull monoid with divisor theory $\varphi : H \hookrightarrow \mathbb{N}_0^{(\Omega)}$. Let $\pi : \mathbb{Z}^{(\Omega)} \to \mathcal{C}(H)$ denote the canonical surjection onto the divisor class group of $H$, and let $P$ be the set of divisor classes that contain primes. Thus $P = \{\pi(e_\omega)\}_{\omega \in \Omega}$ where the set $\{e_\omega\}_{\omega \in \Omega}$ is the standard basis for the free monoid $\mathbb{N}_0^{(\Omega)}$, and $\mathcal{B}(H) = \mathcal{B}(\mathcal{C}(H), P)$.

We define the monoid homomorphism $\overline{\beta} : \mathbb{N}_0^{(\Omega)} \to \mathcal{F}(P)$ on the basis of $\mathbb{N}_0^{(\Omega)}$ by $e_\omega \mapsto \pi(e_\omega)$. (Warning: although the homomorphism $\overline{\beta}$ is obviously surjective, it is not necessarily injective.) Recall also the map $\sigma : \mathcal{F}(P) \to \mathcal{C}(H)$ from Definition 4.10 and that $\mathcal{B}(H) = \{z \in \mathcal{F}(P) \mid \sigma(z) = 0\}$. For an element $x \in \mathbb{N}_0^{(\Omega)}$ one checks, using (4.1), that

$$x \in \varphi(H) \iff \overline{\beta}(x) \in \mathcal{B}(H).$$

Thus $\overline{\beta}$ induces a surjective monoid homomorphism $\beta : H \to \mathcal{B}(H)$ making the following diagram commute:

$$\begin{array}{ccc}
H & \xrightarrow{\varphi} & \mathbb{N}_0^{(\Omega)} \\
\downarrow{\beta} & & \downarrow{\overline{\beta}} \\
\mathcal{B}(H) & \xrightarrow{\sigma} & \mathcal{F}(P) & \xrightarrow{\pi} & \mathcal{C}(H).
\end{array}$$

**Theorem 4.12.** The map $\beta : H \to \mathcal{B}(H)$ is a transfer homomorphism.

**Proof.** On replacing $H$ by an isomorphic copy, we may assume that $H \subseteq \mathbb{N}_0^{(\Omega)}$ and that the map $\varphi$ in the (4.4) is the inclusion map.

We have already verified (i) in Definition 4.11. In order to check (ii) and (iii), we establish some notation to allow for the fact that the homomorphism $\overline{\beta}$ may not be injective. Given an element $z \in \mathbb{N}_0^{(\Omega)}$, write $z = \sum_{\omega \in F} m_\omega \omega$, where $F$ is a finite subset of $\Omega$ and the $m_\omega$ are non-negative integers. Let $p_1, \ldots, p_s$ be the distinct elements of $\{\pi(e_\omega)\}_{\omega \in F}$. For $i = 1, \ldots, s$, let $F_i = \{\omega \in F \mid \pi(e_\omega) = p_i\}$, and put $n_i = \sum_{\omega \in F_i} m_\omega$. Then $\beta(z) = \overline{\beta}(z) = n_1 p_1 + \cdots + n_s p_s \in \mathcal{F}(P)$.

Suppose now that $z$ is a non-zero element of $H$. Choose $\omega \in \Omega$ such that $m_\omega > 0$, and suppose $\omega \in F_i$. Then $n_i > 0$, whence $\beta(z) \neq 0$. This proves (ii). For (iii), suppose $\beta(z) = a + b$, with $a, b \in \mathcal{B}(H)$. Since $\beta(z) = n_1 p_1 + \cdots + n_s p_s$ and the $p_i$ are distinct basis elements of the free monoid $\mathcal{F}(P)$, it follows that $a = k_1 p_1 + \cdots + k_s p_s$ and $b = \ell_1 p_1 + \cdots + \ell_s p_s$, where $0 \leq k_i \leq n_i$ and $k_i + \ell_i = n_i$ for each $i$. In order to decompose $z$ in a manner that is compatible with the decomposition of $\beta(z)$, we fix an index $i$ for the moment and recall that $\sum_{\omega \in F_i} m_\omega = k_i + \ell_i$. We can choose, for each $\omega \in F_i$, a non-negative integer $u_\omega \leq m_\omega$ in such a way that $\sum_{\omega \in F_i} u_\omega = k_i$. Put $v_\omega = m_\omega - u_\omega$. Now, letting $i$ vary, we have $u_\omega + v_\omega = m_\omega$ for all $\omega \in F$. Putting $x = \sum_{\omega \in F} u_\omega e_\omega$ and $y = \sum_{\omega \in F} v_\omega e_\omega$, we see that $\overline{\beta}(x) = a$, $\overline{\beta}(y) = b$, and $x + y = z$. Finally, (4.3) implies that $x$ and $y$ are in $H$, since their images under $\overline{\beta}$ are in $\mathcal{B}(H)$. \qed
We state without proof the following amazing result due to Kainrath on sets of lengths in a Krull monoid with infinite divisor class group. This theorem shows how dreadful factorization can be in certain monoids.

**Theorem 4.13** ([24], Theorem 1). Let $H$ be a Krull monoid with infinite divisor class group, and assume that every divisor class contains a prime. Then, for any non-empty finite set $L \subseteq \{n \in \mathbb{N} \mid n \geq 2\}$, there exists an element $h \in H$ such that $L(h) = L$.

Thus, for example, there’s an element $h \in H$ with the following property: $h$ is a sum of $n$ atoms if and only if $n \in \{7, 33, 9268\}$. An immediate corollary of Kainrath’s theorem is that any monoid satisfying the hypotheses of Theorem 4.13 has infinite elasticity — a result we will apply in Example 4.17.

**Corollary 4.14.** Let $H$ be a Krull monoid with infinite divisor class group $G$, and assume that every divisor class contains a prime. Then $\rho(H) = \infty$, and $H$ is fully elastic.

*Proof.* Given a rational number $p \geq 1$, write $p = \frac{a}{b}$ with $a, b \in \mathbb{N}$. By Theorem 4.13, there is an element $h \in H$ with $L(h) = \{2b, 2a\}$, and thus $\rho(h) = \frac{2b}{2a} = p$. \qed

The fact that $\rho(H) = \infty$ in Corollary 4.14 actually follows easily from Theorem 4.12 without Kainrath’s result. In contrast to Corollary 4.14, if $H$ is a Krull monoid such that only finitely many divisor classes contain primes, then $\rho(H) = \rho(h)$ for some $h \in H$. The proof of this fact for Krull domains can be found in [1], and is illustrated in Example 4.16.

### 4.2 Back to Direct-sum Decompositions

Suppose $R$ is a one-dimensional, commutative, Noetherian, local ring whose completion $\hat{R}$ is reduced. By Theorem 3.6, the map $[M] \mapsto [\hat{M}]$ gives a divisor homomorphism $M(R) \to \hat{M}(\hat{R})$. By Theorem 2.13, $\hat{M}(\hat{R})$ is isomorphic to the free monoid $\mathbb{N}^{\Omega}$, where $\Omega$ is the set of isomorphism classes of indecomposable finitely generated $\hat{R}$-modules. Therefore $\hat{M}(\hat{R})$ is a Krull monoid. In this section, we apply the tools from Section 4.1 to demonstrate spectacular failure of KRSA over one-dimensional Noetherian local rings.

Given the set of ranks of all indecomposable modules over the ring $\hat{R}$, and a description of how minimal primes of $\hat{R}$ lie over the minimal primes of $R$, we can completely describe $\hat{M}(\hat{R})$ as a Diophantine monoid.

Let $P_1, \ldots, P_s$ denote the minimal primes of $R$, and for each $i \in \{1, \ldots, s\}$ let $Q_{i,1}, \ldots, Q_{i,t_i}$ denote the minimal prime ideals of $\hat{R}$ with $Q_{i,j} \cap R = P_i$. Let $q = |\text{Spec}(\hat{R})| - |\text{Spec}(R)|$. Since the minimal primes in a one-dimensional local ring are the ones different from the maximal ideal, $q$ is the difference between the number of minimal primes of $\hat{R}$ and the number of minimal primes of $R$. Note that $q = (t_1 - 1) + (t_2 - 1) + \cdots + (t_s - 1) = \sum_{i=1}^s t_i - s$. (By the way, we are using the fact [32, Theorem 7.3] that the map $\text{Spec}(\hat{R}) \to \text{Spec}(R)$, taking $P$ to $P \cap R$, is surjective.) Then $\hat{M}(\hat{R}) \cong \text{Ker}(A) \cap \mathbb{N}^{\Omega}$, where $\Omega$ is the set of indecomposable finitely generated $\hat{R}$-modules, and where the matrix $A$ is the $q \times \Omega$ matrix defined by the following scheme:

For an indecomposable $\hat{R}$-module $M$, let $(r_{1,1}, \ldots, r_{1,t_1}, \ldots, r_{s,1}, \ldots, r_{s,t_s})$ denote its rank, where $r_{i,j} = \text{rank}_{Q_{i,j}}(M)$, the rank of $M$ at $Q_{i,j}$. The column indexed by the isomorphism class $[M]$ is the transpose of the vector

$$[r_{1,1} - r_{1,2} \ldots \ r_{1,1} - r_{1,t_1} \ r_{2,1} - r_{2,2} \ldots \ r_{2,1} - r_{2,t_2} \ldots \ r_{s,1} - r_{s,2} \ldots \ r_{s,1} - r_{s,t_s}].$$

If $Q_1, Q_2, \ldots, Q_t$ are the minimal primes of $\hat{R}$, and $I \subseteq \{1, 2, \ldots, t\}$, then $\hat{R}/\cap_{i \in I} Q_i$ is an indecomposable finitely generated $\hat{R}$-module of rank $(r_{1,1}, r_{2,2}, \ldots, r_{1,1})$ where $r_{i,j} = 1$ if $i \in I$ and $r_{i,j} = 0$ if $i \notin I$. Thus the matrix $A$ contains, as a submatrix, the matrix $[D_1 | D_2]$ as in Theorem 4.8. Moreover, if $\alpha \in \text{Cl}(\hat{M}(\hat{R}))$, then $\alpha$ contains a prime if $\alpha = A\epsilon_{\omega}$ for some atom $\epsilon_{\omega}$ in $\mathbb{Z}^{\Omega}$. Since $\epsilon_{\omega}$ is the $\omega$th column of $A$, the elements in $\text{Cl}(\hat{M}(\hat{R})) \cong \mathbb{Z}^{\Omega}$ that contain primes correspond to the distinct columns of $A$. Therefore the block monoid is $B(\hat{M}(\hat{R})) \cong \text{Ker}(A') \cap \mathbb{N}^{\Omega}$ where $A'$ denotes the matrix formed by eliminating all repeated columns in $A$. In the following examples, we construct the matrix $A$ and apply factorization-theoretic techniques to the study of direct-sum decomposition over certain one-dimensional local rings.

We also use this strategy to investigate direct-sum decompositions of restricted classes of modules, e.g., the class of all finitely generated torsion-free modules. In this context we note that an extended finitely generated torsion-free $\hat{R}$-module is necessarily extended from a finitely generated torsion-free $R$-module. In the first example we consider a possibly incomplete list of ranks to exhibit failure of KRSA and give bounds on the elasticity of $\hat{M}(R)$. 
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Example 4.15. Suppose that $R$ is an integral domain and that its completion $\hat{R}$ has two minimal primes $P_1$ and $P_2$. Recall that the indecomposable $R$-module $\hat{R}/P_1$ has rank $(1,0)$ and the indecomposable $\hat{R}$-module $\hat{R}/P_2$ has rank $(0,1)$. Let $M$ and $N$ be indecomposable $\hat{R}$-modules with ranks $(m_1, m_2)$ and $(n_1, n_2)$ respectively. Suppose further that $a := m_1 - m_2$ and $b := n_2 - n_1$ are positive, and let $c$ denote the least common multiple of $a$ and $b$. Since $a, b > 0$, neither $M$ nor $N$ is extended. However, one checks that $M^{(c/a)} \oplus N^{(c/b)}$ is minimally extended and is thus the completion of an indecomposable $\hat{R}$-module $Z$. We note also that $M \oplus (\hat{R}/P_2)^{(a)}$, $N \oplus (\hat{R}/P_1)^{(b)}$, and $\hat{R}/P_1 \oplus \hat{R}/P_2$ are also minimally extended and hence are the completions of indecomposable $\hat{R}$-modules $X$, $Y$, and $W$ respectively. Since $M^{(c/a)} \oplus N^{(c/b)} \oplus (\hat{R}/P_1 \oplus \hat{R}/P_2)^{(c)} \cong \left( M \oplus (\hat{R}/P_2)^{(a)} \right)^{(c/a)} \oplus \left( N \oplus (\hat{R}/P_1)^{(b)} \right)^{(c/b)}$, it follows that $L := Z \oplus W^{(c)}$ is isomorphic to $X^{(c/a)} \oplus Y^{(c/b)}$ as $R$-modules. This illustrates the failure of KRSA. Note that the $R$-module $L$ can be expressed both as the direct sum of $c + 1$ indecomposable $\hat{R}$-modules and as the direct sum of $(c/a) + (c/b)$ indecomposable $R$-modules. Therefore $\rho([L]) \geq \frac{c+1}{(c/a) + (c/b)}$ in the monoid $M(R)$. If $a, b > 1$, then $\frac{c+1}{(c/a) + (c/b)} > 1$ and hence $\rho(M(R)) > 1$. If the sets $\{ a \mid a = \text{rank}_{R_1}(M) - \text{rank}_{P_2}(M) \}$ for some indecomposable $M$ and $\{ b \mid b = \text{rank}_{P_2}(M) - \text{rank}_{P_1}(M) \}$ for some indecomposable $M$ are unbounded, then there is no bound on $\{ \rho([L]) \mid L \text{ is an } R\text{-module} \}$, and thus $\rho(M(R)) = \infty$.

Giving a complete list of ranks of indecomposable $\hat{R}$-modules would allow a more precise calculation of elasticity. Unfortunately, acquiring this set of ranks is a difficult problem in general. However, in certain cases, the ranks of all indecomposable modules are known. As the construction of indecomposables with various ranks is rather technical, we simply provide the ranks and go from there. In the next example, we describe the non-uniqueness of direct-sum decompositions of torsion-free modules over a ring which has finite representation type, i.e., it has, up to isomorphism, only finitely many indecomposable torsion-free modules.

Example 4.16. Fix a positive integer $n$. Suppose $R$ is a local domain whose $m$-adic completion $\hat{R}$ is isomorphic to $\mathbb{C}[[x,y]]/(x^2 y - y^{2n+1})$. (We know that such a ring exists by a theorem of Lech [29].) Note that $\hat{R}$ has exactly three minimal primes, namely $y\hat{R}$, $(x - y^n)\hat{R}$, and $(x + y^n)\hat{R}$.

We first consider all finitely generated $R$ and $\hat{R}$ modules, even those with torsion. Let $r$ be any positive integer, and set $s = 1 + 2 + \cdots + r$. For each $i \in \{1, 2, \ldots, r, s\}$, there exist, by [23], indecomposable finitely generated $\hat{R}$-modules $M_i$ and $N_i$ of rank $(0,0,i)$ and $(i,0,0)$, respectively. (These modules are not necessarily torsion-free.) Since $R$ is a domain, none of these modules is extended. However, $M_1 \oplus N_1, \ldots, M_r \oplus N_r, (\bigoplus_{i=1}^r M_i) \oplus N_s$, and $(\bigoplus_{i=1}^r N_i) \oplus M_s$ are extended. Moreover, these modules are minimally extended and are thus extended from indecomposable $\hat{R}$-modules. Since $M = \left( \bigoplus_{i=1}^r M_i \right) \oplus N_s \oplus \left( \bigoplus_{i=1}^r N_i \right) \oplus M_s \cong \bigoplus_{i=1}^r (M_i \oplus N_i) \bigoplus (M_s \oplus N_s)$, we see that $2, r + 1 \in L([M])$, and hence the elasticity of the element $[M] \in M(R)$ is at least $\frac{r+1}{2}$. As $r$ was arbitrary, the elasticity of $M(R)$ is infinite.

The direct-sum behavior of finitely generated torsion-free modules over $R$ isn’t so crazy. In fact, $R$ and $\hat{R}$ have finite representation type. The following table (cf. [38], [3]) gives a list, up to isomorphism, of all indecomposable finitely generated torsion-free $\hat{R}$-modules, along with their ranks at the three minimal primes. (Note that there are $4n + 5$ indecomposable $\hat{R}$-modules.)

<table>
<thead>
<tr>
<th>module</th>
<th>rank</th>
<th>module</th>
<th>rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>$(1,0,0)$</td>
<td>$E$</td>
<td>$(1,0,1)$</td>
</tr>
<tr>
<td>$B$</td>
<td>$(0,1,0)$</td>
<td>$F_j$</td>
<td>$(0,1,1)$</td>
</tr>
<tr>
<td>$C$</td>
<td>$(0,0,1)$</td>
<td>$G_j$</td>
<td>$(2,1,1)$</td>
</tr>
<tr>
<td>$D$</td>
<td>$(1,1,0)$</td>
<td>$H_j$</td>
<td>$(1,1,1)$</td>
</tr>
</tbody>
</table>
We now use this information to describe direct-sum behavior of finitely generated torsion-free modules over \( R \). Since we are dealing only with torsion-free modules, we refer to the monoids \( \mathcal{E}(\hat{R}) \) and \( \mathcal{E}(R) \) of finitely generated torsion-free modules over \( \hat{R} \) and \( R \), respectively. Since KRSA holds for the class of all finitely generated \( \hat{R} \)-modules, \( \mathcal{E}(R) \subseteq \mathcal{E}(\hat{R}) \cong \mathbb{N}_0^{(4n+5)} \). If \( M \) is any finitely generated torsion-free \( \hat{R} \)-module, we have

\[
M \cong A^{(n)} \oplus B^{(k)} \oplus C^{(c)} \oplus D^{(d)} \oplus E^{(e)} \oplus \left( \bigoplus_{j=1}^{n} F_j^{(f_j)} \right) \oplus \left( \bigoplus_{j=1}^{n-1} G_j^{(g_j)} \right) \oplus \left( \bigoplus_{j=1}^{2n+1} H_j^{(h_j)} \right).
\]

Since \( R \) is a domain, \( M \) is extended if and only if rank(\( M \)) is constant; i.e., if and only if

\[
\sum_{j=1}^{n-1} g_j + a + e = \sum_{j=1}^{n} f_j + b \quad \text{and} \quad b + d = c + e.
\]

Thus, represented as a Diophantine monoid, \( \mathcal{E}(R) = \langle \text{Ker}(A) \cap \mathbb{N}_0^{(2n+4)} \rangle \oplus \mathbb{N}_0^{(2n+1)} \rangle \) where

\[
A = \begin{bmatrix}
1 & -1 & 0 & 0 & 1 & -1 & -1 & \cdots & -1 & 1 & \cdots & 1

0 & 1 & -1 & 1 & -1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0
\end{bmatrix}.
\]

This is a \( 2 \times (2n + 4) \) matrix whose columns correspond to the “unknowns” \( a, b, c, d, e, f_1, \ldots, f_n, g_1, \ldots, g_{n-1} \). The divisor classes containing primes are the images of the standard basis vectors of \( \mathbb{N}_0^{(2n+2)} \), that is the six distinct columns of \( A \). Thus the block monoid of \( \mathcal{E}(R) \) is

\[
\mathcal{B}(\mathcal{E}(R)) \cong \text{Ker} \begin{bmatrix}
1 & -1 & 0 & 0 & 1 & -1 & 0

0 & 1 & -1 & 1 & -1 & 0 & 0
\end{bmatrix} \cap \mathbb{N}_0^{(6)}.
\]

The irreducible elements of this monoid are:

\[
h_1 = [1 \ 0 \ 0 \ 0 \ 0 \ 1], \quad h_2 = [0 \ 1 \ 0 \ 0 \ 1 \ 0], \quad h_3 = [0 \ 0 \ 1 \ 1 \ 0 \ 0],
\]

\[
h_4 = [1 \ 1 \ 1 \ 0 \ 0 \ 0], \quad h_5 = [0 \ 0 \ 0 \ 1 \ 1 \ 1].
\]

Note that \( h_1 + h_2 + h_3 = h_4 + h_5 \), and hence this monoid is not half-factorial. To show that the elasticity is exactly 3/2, begin with \( \sum_{i=1}^{6} a_i h_i = \sum_{i=1}^{6} b_i h_i \) with each \( a_i \) and \( b_i \) nonnegative integers. We leave it as an exercise to show that assuming \( \left( \sum_{i=1}^{6} a_i \right) / \left( \sum_{i=1}^{6} b_i \right) > 3/2 \) leads to a contradiction. Alternatively, one can apply an algorithm from [26] to compute the elasticity of \( \mathcal{E}(R) \). Even though KRSA fails for the class of torsion-free modules over \( R \), the failure is fairly mild: If a torsion-free \( R \)-module \( M \) can be expressed as the direct sum of \( s \) indecomposable modules and as the direct sum of \( t \) indecomposable modules, then the ratio \( t/s \) never exceeds 3/2. As we will see in the next example, much worse direct-sum behavior can occur.

In the final example, we investigate the highly non-unique direct-sum decompositions that can occur with torsion-free modules over a ring with infinite representation type. In stark contrast with the ring in Example 4.16, the elasticity is infinite.

**Example 4.17.** Let \( (R, \mathfrak{m}) \) be a one-dimensional Noetherian local domain whose \( \mathfrak{m} \)-adic completion \( \hat{R} \) is isomorphic to the ring

\[
\hat{R} \cong \mathbb{C}[x, y]/y(x^3 - y^7).
\]

Again, such a ring exists by Lech’s Theorem [29]. In this example we apply the same tricks as in Example 4.16. The minimal prime ideals of \( \hat{R} \) are \( (x^3 - y^7) \hat{R} \) and \( y \hat{R} \). To illustrate how badly KRSA fails over \( R \), we need only consider direct-sum relations on some of the finitely generated torsion-free modules. It was shown in [34] and [6] that, for each positive integer \( n \), there exist a positive integer \( t \) and an indecomposable finitely generated torsion-free \( \hat{R} \)-module \( M_n \) of rank \( (0, n) \), and also an indecomposable finitely generated torsion-free \( \hat{R} \)-module \( N_n \) of rank \( (t + n, n) \). Therefore

\[
\text{Ker} \left( \begin{bmatrix}
0 & 1 & -1 & 2 & -2 & 3 & -3 & \cdots
\end{bmatrix} \right) \cap \mathbb{N}_0^{(8n)}
\]
is a submonoid of $C(R)$. By Theorem 4.8 $Cl(C(R)) \cong \mathbb{Z}$. Moreover, every element of $\mathbb{Z}$ appears as a column of the defining matrix. Therefore Theorem 4.13 implies that, given any non-empty finite subset $S$ of integers greater than 1, there exists a finitely generated torsion-free $R$-module $M$ that can be expressed, for every $s \in S$, as the direct sum of $s$ indecomposable finitely generated torsion-free $R$-modules. By Corollary 4.14, $\rho(C(R)) = \infty$.

Calculations similar to those in Examples 4.16 and 4.17 have been done for all one-dimensional local rings with finite representation type (see [3] and [5]) and for some one-dimensional local rings with infinite representation type (see [6]).

5 Questions

In this final section, we give a list of questions related to describing the direct-sum decomposition of modules via the study of certain commutative monoids. Questions (1) and (2) can certainly be approached by interested undergraduates, while Questions (3) and (4) are likely to be very difficult problems.

(1) What monoids can be realized as Diophantine monoids whose defining matrices consist only of entries in the set $\{-1,0,1\}$, and what properties do such monoids have? Since it is easy to construct indecomposable modules corresponding to columns of this form, how can this information be used to describe direct-sum decompositions?

(2) Certain invariants of the monoid $M(R)$, such as elasticity and the divisor class group, have been studied. In the study of commutative monoids, other important invariants such as the $\omega$ invariant, catenary degree, critical number, and delta sets are used to further refine descriptions of factorization. What do these invariants tell us about direct-sum decompositions?

(3) In order to get a complete description of all possible direct-sum decompositions of torsion-free modules over one-dimensional local rings, one needs to have a description of all ranks that can occur for indecomposable torsion-free modules over complete rings of this type. All ranks have been computed when $R$ — equivalently $\hat{R}$ — has finite representation type. At the other extreme, when $\hat{R}/P$ has infinite representation type for every minimal prime ideal $P$, Crabbe and Saccon [12] have shown that every tuple occurs as the rank of some indecomposable torsion-free module. Partial results are known in some of the intermediate cases, where $\hat{R}$ has infinite representation type but $\hat{R}/P$ has finite representation type for at least one minimal prime $P$. Given a one-dimensional local Noetherian ring with reduced completion $\hat{R}$, what tuples occur as ranks of indecomposable $\hat{R}$-modules?

(4) Much of our focus has been on one-dimensional rings. However, the same tools from factorization theory can be applied to study direct-sum decompositions over a ring $R$ of dimension larger than one if it can determine which $\hat{R}$-modules are extended from $R$-modules. This information is known for certain classes of two-dimensional local integral domains and, in this setting, the monoid $M(R)$ was considered in [4]. Are there other classes of local rings for which we can determine which $\hat{R}$-modules are extended from $R$-modules? If so, what factorization-theoretic information can be gleaned from this structure?
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